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Abstract

Grouping of nodes into subsets, that are relatively densely interconnected and separable from
the rest of the network is a property often displayed in many real-world complex networks; this
feature is known as a community structure. There is a growing demand for algorithms, that
can find partition resembling the community structure of a given network as closely as possible.
However, most popular algorithms for community detection in graphs have one serious drawback,
namely, they are heuristic-based and in many cases are unable to find a near-optimal solution.
Moreover, their results are volatile, impacting the replicability of their results.

In this paper, we investigate if the performance of greedy algorithms might be improved
by initialization of such algorithms with some carefully chosen partition of nodes, namely a
partition obtained by embedding the nodes into real numbers space and then running a clustering
algorithm on this latent representation. We believe that embedding will filter unwanted noise
while retaining the proximity of nodes belonging to the same community or will learn more
complex and elusive relations between nodes. Then, clustering algorithms run on this embedding
will create a stable partitioning that will reduce the uncertainty in the initial phases of the
community detection algorithms.

The experiments show that the proposed procedure significantly improves the results over
baseline community detection algorithms, namely Louvain and Leiden. It also reduces the
inherent volatility of such algorithms. The impact depends on the given graph’s properties,
especially the strength of the community structure and degree distribution. The largest boost
in performance is given in the cases when networks are “noisier”, that is when the community
structure is less pronounced and there are many connections between communities. Furthermore,
the design and parametrization of the procedure depend on the network’s topology, not on the
size of the network itself.

1 Introduction

Empirical complex networks tend to display a modular organization which means that one can
separate sets of nodes (inducing subgraphs) with a considerably larger density of edges between nodes
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in such sets than between two different sets. Such a property is widely referred to as a community
structure [12]. In social networks, communities may represent groups by interest. For example in
citation networks, they correspond to related papers. In Web communities, they are formed by pages
on related topics, etc. Being able to identify communities in a network could help us utilize this
network more effectively and learn much more interesting and non-trivial relations between nodes.
Indeed, with growing awareness of the network-like nature of many phenomena in the surrounding
world, community detection is productively used in many different scenarios: identification of interest
groups in social networks [5, 10, 41], frauds in telecommunications networks [35, 37], or various
biomedical applications [17, 45].

For a graph G = (V,E), with n = |V | nodes and m = |E| edges, we define each community in G
as a subset C of V that induces a subgraph G[C]. Obviously, we expect that G[C] is connected but,
more importantly, nodes in a community should be more likely to be connected to other members of
the same community than to nodes in other communities.

Partition P = {P1, P2, . . . , Pℓ} of the set V is a grouping of its elements into non-empty subsets in
such a way that every element is included in exactly one subset and subsets are pairwise disjoint. The
goal of community detection process is to find a partition that captures the structure of communities
in a graph. However, we should ask a very important question: how can one asses that the partition
P represents the underlying community structure in G?

Communities are somewhat elusive; without full knowledge about a graph generating process
(which is obviously the case for most real-world networks) it is not clear what score function or
measure should be used to assess them and, consequently, what algorithm should be used to detect
them, especially since no algorithm can uniquely solve community detection task [33]. This problem
is widely discussed, see, for example, [26, 50, 28], and plenty of different score functions were proposed
up to them. The modularity function [30] is possibly the most often used one.

The Modularity function measures the difference between the number of edges within groups
induced by a given partition P and the expected number of such edges if they were attached randomly,
regardless of community structure. The expected number of edges is given by an appropriately
selected null-model, usually Chung-Lu random graph model [1].

For a graph G = (V,E), a given partition P = {P1, P2, . . . , Pℓ} of V and Chung-Lu null-model,
the modularity function is defined as follows:

qG(P) =
∑
Pi∈P

eG(Pi)

|E|
−

∑
Pi∈P

(
vol(Pi)

vol(V )

)2

, (1)

The first term in (1),
∑

Pi∈P e(Pi)/|E|, is called the edge contribution, and it computes the fraction of
edges that fall within one of the parts. The second one,

∑
Pi∈P(vol(Pi)/vol(V ))2, is called the degree

tax, and it computes the expected fraction of edges that do the same in the corresponding random
graph (the null-model). The intuition behind the modularity function is straightforward; it measures
how much the community structure in G differs from the one in the purely random graph, where we
expect no community structure. Obviously, a higher value of modularity indicates a stronger division
of a network. The natural simplicity of the definition of modularity is its biggest advantage; it is, at
the same time, a perfect candidate for global criterion to define communities, a quality function of
community detection algorithms, and a way to measure the presence of community structure in a
network, without introducing any specific centrality of (dis)similarity measures for nodes.

Finding an optimal partition P of graph G is a non-trivial problem. Solving it directly, by
enumerating over all partitions of the set of nodes V until the maximum modularity q∗(G) is
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reached, is practically impossible. Even for a small graph, with e.g. 15 nodes, such a procedure
will be computationally too expensive to conduct. Moreover, optimizing modularity is a NP-hard
problem [7]. There exist exhaustive optimization methods (for example, via the Bayan algorithm [2]
or simulated annealing [16]), but the complexity of the problem limits their usability for large
graphs. As a result, to partition the graph one must rely on heuristic-based, greedy algorithms.

One of the most popular, fastest, and best performing [25] one is the Louvain algorithm [6].
Its core idea is simple yet effective. It is a two-step technique: at first, it locally optimizes the
modularity in the neighbourhood of each node vi. It considers all neighbours of vi and moves it to the
community that provides the largest increase of the score function. During the second step, when all
nodes are properly placed, it aggregates the communities into super-nodes, where all edges between
two communities are replaced by a single weighted edge. Then, both phases are repeated until no
improvement of the score function can be further achieved. By default, the Louvain algorithm
starts from a singleton partition in which each node belongs to its own community. However, it is
possible to initialize the algorithm with a preexisting partitioning.

Louvain algorithm offers a great compromise between the accuracy of the estimate of the
modularity maximum, which is better than that delivered by the greedy techniques, and efficiency—
the run time is only O(|V | ln2 |V |). But it has some severe and known drawbacks.

First, the obtained results are heavily stochastic, that is, each run of the algorithm on the same
network may lead to vastly different partitions. Moreover, it may create weakly connected or even
internally disconnected communities [44]. These problems are caused by two factors, both inherent
to the nature of the algorithm. It is a greedy algorithm; sometimes, especially on early iterations,
nodes might be added to communities they should not belong to because the algorithm finds the
local best solution without considering the broader structure of the graph. Then, during the second
phase, it merges the community into a supernode making it impossible to backtrack and fix these
bad early connections.

This shortcoming might be addressed in two manners; either by allowing the algorithm to
backtrack and refine the created communities in each step, which was proposed in the Leiden
algorithm [44], or by ensuring that the initial partitioning is stable and contains the nodes that
certainly belong to the same community, as in ECG (Ensemble Clustering algorithm for Graphs), a
consensus clustering algorithm [36]. At the beginning, it generates k independent initial partitions:
P1,P2, . . . ,Pk based on different random permutations of nodes. Each partition is created by
running the first iteration(s) of Louvain. Then ECG aggregates outputs into Gw, a weighted
modification of graph G, where the weight of an edge vivj belonging to the 2-core of G depends on
the number of co-appearances in the previously obtained partitions. Finally, the Louvain algorithm
is run on Gw.

1.1 Contributions

In the conference version of this paper [32], we proposed a new, three-step method of community
detection with initial partitioning obtained on the embedded representation of a graph. The procedure
starts with embedding the graph nodes in the space of real numbers. Then, clustering algorithm is
run on the data. The algorithm is fine-tuned to obtain a stable partition which is finally used to
initialize the Louvain or Leiden algorithms. In this paper, we use the EC prefix (EC stands for
Embedding-Clustering) to denote the proposed extension of Louvain or Leiden algorithms.

The reasoning behind this approach is as follows: carefully selected embeddings preserve the
proximity of nodes belonging to the same community and clearly separate them from the other
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ones, reducing the chance of misguided connections at the early stages of the algorithm. However,
relying only on the embedded representation causes problems on its own; by their nature (typically
local), embeddings preserve some properties of the nodes but filter some other ones, resulting in
the inherent information loss that might induce a significant bias if we decide to run the clustering
algorithm only on the embedded data and use it as the final partition. Therefore, the most promising
approach is to combine both methods.

Initial experiments show that, indeed, this method is capable of improving the performance of
both, Louvain and Leiden algorithms. However, rerunning the presented procedure for every graph
is tedious and impractical. Thus, it is necessary to deepen the analysis and find patterns that will
serve as guidance for potential users of this combined approach.

The goal of this paper is to find such regularities in data and better understand the reasons behind
the performance of the presented method. To achieve that, we run far more complex experiments using
the artificial networks generated by the ABCD (Artificial Benchmark for Community Detection)
model [23, 20] and perform various tests on the obtained results. Using artificial networks, we could
try out the proposed method in various, yet controllable, environments and better understand the
relations between the properties of the network and the performance of the additional clustering
step. Moreover, to ensure that results are valid for different networks, we run similar experiments on
datasets containing various mutual like networks among verified Facebook pages [40].

2 Method Description

Let G = (V,E) be a graph on the set of n nodes V = {v1, v2, . . . , vn} and the set of m edges
E = {e1, e2, . . . , em}. In order to find the partition P = {P1, P2, . . . , Pℓ} of V that tries to maximize
the modularity function qG(P), we perform the following three steps:

Step 1: Find an embedding function E : V → Rs which embeds each node of graph G into a
s-dimensional vector E(v) = {z1, z2, . . . , zs}, where s ≪ n.

Step 2: Run the clustering algorithm on the obtained latent representation E to get partition
A = {A1, A2, . . . , Ak}. The goal is to use A as an initializing partitioning for the Louvain (or
Leiden) algorithm, so the number of clusters k should be significantly larger than the desired
number of parts in the partition P: k ≫ ℓ.

Step 3: Run the Louvain (or Leiden) algorithm on graph G using partition A as a starting
point. The result of this procedure, partition P, is the outcome of our algorithm.

Figure 1 summarizes the proposed method.
One of the main reasons why one might want to use the embeddings is the nature of graphs

as data structures; they are discrete objects. As a result, the number of possible approaches to
community detection problem is far smaller than in the case of clustering of real numbers data. It
forces one to use heuristic-based approaches such as the classical Louvain algorithm. On the other
hand, embedded latent representation is a vector of real numbers, which creates new possibilities.
Mainly because there are more algorithms designed for working with real numbers and they are often
more efficient [3]. Also, a properly selected embedding might be considered a form of “denoising”
data. It retains only the properties of nodes that are important for the task at hand, removing the
remaining useless relations, resulting in a representation of data that is significantly lower dimensional
and possibly easier to cluster.

4



Node

embedding

Initial clustering

Louvain

a) b)

c) d)

Figure 1: Schematic of the proposed method. Graph G (a) is embedded into latent space (b).
Then, the clustering is performed on the embedded data (c). Obtained clusters are used as a starting
point for the Louvain (or Leiden) algorithm (d).

However, experimental results [42] show that using only an embedded representation to obtain
the desired partition is not enough. Embeddings are usually too reductive, and the representation
gap between graph G and its latent representation E is too large. Indeed, embeddings preserve some
proximity of nodes but remove other useful global information that might be crucial to achieving a
satisfactory result. Overcoming this issue is the main reason why the proposed solution consists of
two separate partitioning steps. The reasoning is as follows: starting the Louvain with a visibly
smaller starting set of nodes in which most sensitive elements are already connected should improve
the results and decrease the volatility of the method.

Moreover, such a combined method has one more important advantage over traditional greedy
algorithms; it combines different definitions of communities, giving a more complex and refined
perspective on the task. Greedy algorithms, such as Louvain, optimize a score function (usually
modularity), which defines communities on a global scope, considering the graph as a whole. This is
reasonable in many cases, but it is also somewhat reductive; it ignores the specificity of the singleton
community as a separate entity, with its own dynamic and characteristics. On the other hand,
embedding algorithms aim at preserving the proximity of nodes. As a result, using them in the first
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step of the described procedure will help preserve the local properties of communities, resulting in a
more nuanced approach to the community detection problem.

Similarly, it is expected that these ideas will also improve the quality of the results obtained
by Leiden algorithm—because of additional refinement stage, it gives significantly better results
compared to Louvain algorithm, but still, it is a greedy algorithm with all the inherent issues
mentioned above.

Starting any of the two community detection algorithms from a properly generated initial partition
seems to be a good idea but there are two problematic issues that we need to deal with: selection of
embedding E and selection of clustering algorithm. There are plenty of different embedding methods
to choose from [8, 18, 14, 24], that measure the proximity between nodes in different manners, which
makes the selection of the algorithm a demanding task, often requiring a domain expert knowledge or
time-consuming experiments. One of the goals of this work is to look at various embedding algorithms
and test their behaviour in this particular task in order to find the best solution to create guidance
for future users. We use following embedding algorithms: Locally Linear Embedding (LLE) [39],
Laplacian Eigenmaps (LE) [4], deepWalk [34], node2vec [15], LINE (Large-scale Information
Network Embedding) [43], SDNE (Structural Deep Network Embedding) [48], GraRep [9] and
HOPE (High-Order Proximity preserved Embedding) [31]. Selected algorithms vary in complexity
level and the way of measuring the proximity, allowing us to cover many different scenarios.

For each embedding, we also want to compare the results with divergence scores obtained by
the CGE (Comparing Graph Embeddings) [22, 19]—unsupervised framework created to compare
and asses different embeddings. The CGE framework computes for a given embedding two scores:
global and local. The CGE global score verifies how well the embedding captures the edge densities
within and between communities of the graph, i.e. if an embedding is a good predictor of graph’s
global structure on an aggregate level. To complement it, the CGE local score verifies the quality of
the embedding for predicting the presence of edges in the graph, i.e. if an embedding is a good local
predictor of individual entries of graph’s adjacency matrix. We believe that this framework might
become a useful tool, significantly simplifying the selection process of a suitable embedding.

The biggest advantage of the embedded representation of graph’s nodes is the fact that the data is
not discrete anymore. Because of that, we might use a broader array of clustering algorithms [46, 49].
However, finding a proper one might be challenging.

There are plenty of well-known, efficient, and scalable algorithms; they might result in vastly
different behaviour of the initial partitioning. Density-based algorithms, such as DBSCAN (Density-
Based Spatial Clustering of Applications with Noise) [11] or HDBSCAN (Hierarchical Density-
Based Spatial Clustering of Applications with Noise) [29], will cluster only the points occupying
the same densely connected regions. In contrast, the points in the sparsely inhabited areas will be
considered noise and will not be assigned to any cluster. Thus, the initial partition A will contain
only nodes, which are almost surely parts of the same communities, leaving the more ambiguous
nodes for Louvain or Leiden algorithm. Another possibility is to use distribution-based clustering
methods, such as Gaussian Mixture Models (GMM) [38], or traditional, centroid-based methods,
such as k-Means [27]. The most significant advantage of these algorithms is that they will not leave
nodes without initial assignment, further reducing the ambiguity of the task. Moreover, they allow
users to fine-tune the number of clusters in the initial partition A, making it possible to adjust the
impact of embedding step on the final partitioning P.

The experiment presented in this work aims to find a proper, generalized recipe for the proposed
three-step procedure. It is necessary to test and understand how embeddings and clustering algorithms
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behave and interact in the context of community detection problem—especially if we do not want
the proposed approach to become merely a thought experiment. Iterating between all the possible
combinations of embedding methods and clustering algorithms without any prior is time-consuming
and cumbersome. It will render this method unusable in any practical context.

3 Experiment Design

The main body of the experiment was written in Julia 1.7.0 programming language with additional
code and packages written in Python 3.7.10. The code for execution and analysis of the experiments
is available on the GitHub repository, and so are Jupyter notebooks used to generate plots and
tables ∗.

The experimental design was as follows: at the beginning, a comprehensive family of graphs
with various properties was generated using the ABCD model [23, 21, 20]. This random graph
model generates networks with community structure and power-law distribution for both degrees
and community sizes. We used the following parameter sweep: the number of nodes n = 1000,
tail exponents of the power-law distributions for community sizes β ∈ {1.1, 1.5, 1.9} and degree
distributions γ ∈ {2.1, 2.5, 2.9}, community sizes cmin = 0.005n and cmax = 0.2n, the minimum
degree δ ∈ {1, 2, 5}, the maximum degree D =

√
n and, finally, we set the mixing parameter

ξ ∈ {0.15, 0.25, 0.35, 0.5, 0.65, 0.75, 0.85} that controls the level of noise in the resulting graph.
In the experiments, we use artificially created networks for one important reason—such models

are fully controllable and they cover a variety of different network topologies. Another advantage of
synthetic models is so-called ground-truth planted in them. We can define ground-truth as a set of
attributes assigned to nodes of graph G that influence how edges, and as a result, communities in G,
are formed. With such knowledge, the quality of obtained partitioning P can be easily assessed with
standard clustering similarity measures.

Unfortunately, there are two major issues with measuring the similarity of ground-truth and
partitioning P; firstly, real-world networks rarely have predefined ground-truth. As a result,
performance of algorithm relative to ground-truth in synthetic model is not easily translatable
to the general case. Processes that create the community structure are different, depending on
the phenomenon that given network represents. We cannot ensure that algorithm able to match
ground-truth in one case will perform as good in another scenario. Secondly, one might argue if
using the ground-truth is a proper approach [33] in general. We cannot ensure, neither theoretically
nor practically, that some observed discrete-valued node attributes used as labels are indeed, a good
representation of an underlying mechanism responsible for creation of communities.

Considering these facts, we evaluated the performance of community detection algorithms using
the score function, namely modularity. Our goal is to find an algorithm that maximizes the modularity
function. In our opinion, this approach will result in the most unbiased comparison of different
algorithms. However, in the case of synthetic ABCD graphs, we also measured the similarity (using
the Adjusted Mutual Information Index (AMI) [47]) of obtained partitioning and the ground-truth
in order to discuss the differences between both approaches.

To further test the performance of EC methods, experiments using real-world networks were
also conducted. The used datasets were initially collected for GEMSEC (Graph Embedding with
Self Clustering) paper [40]. They represent mutual like networks among verified Facebook pages
(edge denotes a situation when two pages give like to each other) —data was collected based on

∗https://github.com/bartoszpankratz/ECCD
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Facebook official page categories. Types of sites included TV shows, politicians, athletes, and
artists among others. Table 1 summarizes the datasets, they vary in size, density and clustering
strength. It is worth mentioning that dataset contains only the basic structure of the networks,
without any additional metadata or ground-truth. As we mentioned previously, our goal is to find
an algorithm that maximizes the modularity.

Table 1: Description of the empirical social networks used in the experiment, data is taken from [40].

Clustering
Dataset |V | Density Coefficient

Artists 50,515 0.0006 0.1140
Athletes 13,866 0.0009 0.1292

Celebrities 11,565 0.0010 0.1666
Companies 14,113 0.0005 0.1532

Government 7,057 0.0036 0.2238
Media 27,917 0.0005 0.1140

Politicians 5,908 0.0024 0.3011
TV Shows 3,892 0.0023 0.5906

Louvain, Leiden, and ECG algorithms were each run 50 times for every given graph. As a
result, we were able to compute the average modularity and volatility of each algorithm. These
statistics were later used as a baseline for the comparison with EC methods Then, every graph
was embedded using the following algorithms from the Python OpenNE package †: LLE, LE,
deepWalk, node2vec, LINE, SDNE, GraRep and HOPE. For each of the selected algorithms,
the dimensions d ∈ {8, 16, 32, 64, 128, 256} were tested for ABCD artificial graphs. For real networks,
the value of d was extended to the range {8, 16, 32, 64, 128, 256, 512, 1024}.

For deepWalk and node2vec, we use the following fixed values of parameters: number of
walks per node r = 10, length of the random walk ℓ = 100 and context window size k = 10.
Additionally, for node2vec, we tested values of parameters p and q in [0.25, 0.50, 1, 2, 4]. For
LINE, we set the number of negative edges drawn from the noise distribution K to 5. In the case
of the SDNE algorithm, we tested values of the reconstruction weight of the non-zero elements
β ∈ [2, 3, 4, 5, 6, 7, 8, 9, 10] and sizes of the hidden layer in h ∈ [128, 256, 512]. For GraRep, the order
proximity k was in the range [1, 2, 4, 8]. Finally, the HOPE algorithm was run for all four proximity
measures: Katz index, Personalized PageRank, Common neighbours and Adamic-Adar.

To find the most suitable clustering algorithm we tested the following three methods for every
embedding E : k-Means, HDBSCAN and GMM. For HDBSCAN, we fix the minimum cluster
size to 2 and test the minimum sample size, the parameter measuring how conservative the clustering
will be, ranging from 1 to 10 with step 1. The larger the value of minimum sample size is, the more
nodes will be declared as noise, and only really similar ones will be merged into the clusters. For
k-Means and GMM, a number of clusters k depends on the experiment. For artificial networks, we
test k from 500 to 32 with step 2. For Facebook graphs, the number of clusters was set to k = |V |/ℓ,
where ℓ, the expected volume of each cluster Ai, changes from 2 to 2048 with step 2, but cannot
exceed 0.2×|V |. Finally, every partition A was used as the initial partitioning for both Leiden and

†https://github.com/thunlp/OpenNE
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Louvain algorithms. To achieve comparable results, both methods were run 50 times on every A.

4 Results

In this section, we discuss the results of the aforementioned experiments. Subsection 4.1 focuses on
general results. We compare the performance of baseline algorithms (Louvain, Leiden and ECG)
with EC extensions of Louvain and Leiden on the artificial networks generated by the synthetic
ABCD model. It allow us to test a vast array of possible networks, with different topologies.
In comparisons we use the best performing EC algorithm (if not otherwise stated), namely, a
combination of embedding algorithm and clustering algorithm that results in the largest modularity
increase, compared to the respective baseline—Louvain or Leiden algorithm. In the latter part of
the section, we discuss the results in relation to ground-truth communities, namely, we compare the
obtained partitions with the ground-truth for each graph, with AMI index. In Subsection 4.2, we
discuss the impact of different embedding algorithms on the performance of EC method. Our goal is
to find which embedding algorithms are the most suitable for the proposed procedure. Subsection 4.3
discusses how clustering algorithm impact the quality of the results. Finally, in Subsection 4.4 results
of the experiments on real-world networks are presented.

4.1 Results on ABCD Networks

Table 2 presents the results for one representative set of parameters: β = 1.5, γ = 2.5, and δ = 5
and different values of ξ. The results obtained by Louvain after using a proposed initialization
procedure are improved, which is not always the case for the ECG algorithm, which seems very
sensitive to the graph’s parametrization. Both EC-Louvain and EC-Leiden can improve over the
vanilla Louvain or in the worst case scenario, return the same value of modularity. In some rare
cases, EC-Louvain can achieve performance similar to Leiden, but in most cases, it gives small to
mediocre improvement. What is most interesting is that adding the initial partitioning A to Leiden
significantly improves its quality and reduces volatility.

Table 2: Modularity increase with respect to baseline (plain Louvain) for ABCD graphs with
different values of ξ and fixed β = 1.5, γ = 2.5, and δ = 5. Column Baseline Louvain shows the
average modularity index (modularity × 100) with standard deviation. Other columns present the
modularity change relative to Louvain (in percentage). For EC methods, the best performing
combination of embedding and clustering algorithms was chosen.

Relative Change (in %)

ξ
Baseline
Louvain ECG Leiden EC-Louvain EC-Leiden

0.25 68.04 ± 0.05 -0.35 ± 0.01 0.05 ± 0.01 0.03 ± 0.03 0.06 ± 0.00
0.35 58.13 ± 0.50 0.05 ± 0.02 0.50 ± 0.04 0.25 ± 0.24 0.52 ± 0.00
0.5 45.26 ± 0.85 2.00 ± 0.12 3.52 ± 0.29 1.32 ± 0.70 4.24 ± 0.02

0.75 30.53 ± 0.36 -6.50 ± 0.28 6.40 ± 0.29 3.20 ± 0.45 10.14 ± 0.21

The impact of ξ, a noise parameter that controls the expected fraction of edges between

9



communities, on the performance of the algorithms is visible in Table 2. When ξ is small, we have a
graph with strongly separated communities. When ξ is large, then communities are more blurred
and mixed together. We see that the advantage of using the augmented methods is diminishing with
a decreasing ξ, which seems natural—for small ξs task is easy enough for the baseline algorithms,
so there is no need to augment them in any way. Similarly, when a change of the other structural
parameters of ABCD model distorts the community structure of the graph, then the advantage of
using the augmented methods is more visible as presented in Table 3.

Table 3: Modularity increase with respect to baseline (plain Louvain) for synthetic ABCD graphs
with different parametrizations. Column Baseline Louvain shows the average modularity index
(modularity × 100) with standard deviation. Other columns present the modularity change relative
to Louvain (in percentage). For EC methods, the best performing combination of embedding and
clustering algorithms was chosen.

(a) Different values of δ and fixed ξ = 0.5, β = 1.5 and γ = 2.5.

Relative Change (in %)

δ
Baseline
Louvain ECG Leiden EC-Louvain EC-Leiden

1 91.50 ± 0.09 -0.79 ± 0.09 0.13 ± 0.08 0.01 ± 0.10 0.33 ± 0.03
2 56.47 ± 0.28 -8.96 ± 0.23 1.81 ± 0.29 0.19 ± 0.22 3.23 ± 0.15
5 45.26 ± 0.85 2.00 ± 0.12 3.52 ± 0.29 1.32 ± 0.70 4.24 ± 0.02

(b) Different values of β and fixed ξ = 0.5, γ = 2.5 and δ = 5.

Relative Change (in %)

β
Baseline
Louvain ECG Leiden EC-Louvain EC-Leiden

1.1 41.13 ± 1.16 5.29 ± 0.42 7.06 ± 1.19 2.05 ± 1.11 11.09 ± 0.04
1.5 45.26 ± 0.85 2.00 ± 0.12 3.52 ± 0.29 1.32 ± 0.70 4.24 ± 0.02
1.9 43.22 ± 1.00 2.12 ± 0.21 3.22 ± 0.54 1.20 0.89 4.91 ± 0.02

(c) Different values of γ and fixed ξ = 0.5, β = 1.5 and δ = 5.

Relative Change (in %)

γ
Baseline
Louvain ECG Leiden EC-Louvain EC-Leiden

2.1 44.87 ± 1.05 2.13 ± 0.14 2.93 ± 0.31 1.00 ± 0.77 (3.40 ± 0.01
2.5 45.26 ± 0.85 2.00 ± 0.12 3.52 ± 0.29 1.32 ± 0.70 4.24 ± 0.02
2.9 41.77 ± 0.73 1.95 ± 0.46 5.88 ± 0.66 0.84 ± 1.09 9.83 ± 0.07

When minimum degree is set to δ = 1, the difficulty is significantly reduced because the substantial
portion of nodes have only one neighbour and inevitably belong to the same community. But even
then, EC methods improve over baseline algorithms. When δ grows, the problem becomes more
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demanding and gains from using the augmented methods are more visible. But EC-Leiden has
one interesting property: relative to the plain Leiden, the improvement of modularity gained by
EC-Leiden decreases when δ grows. For δ = 1, the gain from using EC-Leiden is about 2.7 times
greater than the gain from the usage of regular Leiden. When δ = 5, it is only 1.2 times. This
shows an interesting property of the proposed framework. With a proper embedding selected, which
learns non-trivial relationships in a given graph, it is possible to deal with even the most ambiguous
nodes and refine the final partition far better than other methods.

β is a parameter of the power-law distribution used to generate the sequence of cluster sizes of
every graph G. With a small β, e.g. equal to 1.1, we get a smaller number of communities with more
evenly distributed nodes. When β grows, the number of communities rises, but they become smaller.
When we look at the results, we can see that gains from using algorithms other than Louvain are
larger when β is small. It is directly caused by the well-known phenomena of resolution limit [13]
that can be summarized as follows: optimizing modularity function in large networks cannot find
small communities, even if they are well defined. Sadly, even if the proposed solution can improve
the results, it is still prone to this problem.

Finally, the impact of γ on the results might be explained somewhat similarly to the role of δ. γ
is a parameter of the power-law distribution used to generate the degree distribution. When γ is
small, degrees are much more evenly distributed in G. When γ is large, the vast majority of nodes
have a relatively low degree (usually close or equal to δ) with only a small fraction of hubs . In this
particular scenario, when using the plain Louvain, there is a serious risk that connectors (nodes
with the majority of external edges, connecting different communities) will be wrongly assigned
resulting in a poorly connected or even disconnected community. This problem was one of the main
reasons for introduction of Leiden algorithm [44] and from Table 3c, we see that Leiden really
improves over Louvain. However, for noisy graphs, the backtracking and refinement offered by
Leiden is not enough; EC-Leiden further improves modularity by initially using the embedding
and clustering and avoiding greedy enumeration over all neighbours, that is the source of problem.

Now, let us discuss how well obtained results match with the ground-truth of the ABCD model.
Table 4 presents the results for one representative set of parameters: β = 1.5, γ = 2.5, and δ = 5 and
different values of ξ. Similarly to the modularity comparison, EC-Louvain and EC-Leiden improve
the plain versions of algorithms. Moreover, we see that the scale of the improvement depends on ξ –
for small values of ξ the gain is nearly negligible whereas for noisy graphs, with large values of ξ, EC
methods are far better than the respective baseline. However, interestingly, ECG outperforms EC
methods in all cases and typically the difference between algorithms is quite substantial. Considering
that EC methods are substantially better in modularity optimization, it might seem counteractive.
However, there is a good reason why it happens.

ABCD is a stochastic model. Firstly, nodes are assigned into communities randomly, based on
the degree distribution and the distribution of community sizes. Then, nodes are paired into edges
also randomly. As a result, edge density is not homogeneous, neither between communities nor inside
each community. As proven in [21], it has two important implications: a) even purely random graph
exhibits some community structure and b) some subsets of each planted ground-truth community
could be denser than the density of the community; in extreme cases they could be considered as a
separated community. Other synthetic benchmark models and real-world networks possibly exhibit
the same behaviour. As a result, the ground-truth might not coincide with a partition with the
highest possible edge density within communities, thus modularity maximization is not equivalent to
ground-truth retrieval task.
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Table 4: Adjusted Mutual Information (AMI) increase with respect to baseline (plain Louvain)
for ABCD graphs with different values of ξ and fixed β = 1.5, γ = 2.5, and δ = 5. Column Baseline
Louvain shows the average AMI index (AMI × 100) with standard deviation. Other columns
present the AMI change relative to Louvain (in percentage). For EC methods, the best-performing
combination of embedding and clustering algorithms was chosen.

Relative Change (in %)

ξ
Baseline
Louvain ECG Leiden EC-Louvain EC-Leiden

0.25 95.13 ± 0.48 4.87 ± 0.05 (0.40 ± 0.26 0.16 ± 0.40 0.73 ± 0.27
0.35 95.24 ± 1.26 4.99 ± 0.04 0.99 ± 0.21 0.25 ± 0.83 1.28 ± 0.24
0.5 79.86 ± 4.09 17.29 ± 0.67 9.84 ± 1.98 3.97 ± 3.62 14.32 ± 0.64

0.75 12.50 ± 0.93 41.53 ± 0.84 1.06 ± 0.96 5.75 ± 0.88 23.03 ± 0.86

This argument explains why EC methods, despite being better in maximizing modularity, perform
worse relative to the ground-truth. They can identify densely interconnected sub-communities within
larger communities and separate them. Answering the question of why ECG performs so well in
the ground-truth retrieval on ABCD graph is far less obvious; it would require its own separate
research focusing on the design of this algorithm, which is not in the scope of this research. Finally,
it is worth mentioning that EC methods could be used with different score functions; there are
plenty of possibilities [26, 50]. Some of them perform better, relative to the ground-truth, and it is
worth experimenting with them in future research.

4.2 Performance of Embedding Algorithms

Figure 2 shows the relation between modularity and CGE scores obtained by the unsupervised
framework for comparing graph embeddings for a single sweep of parameters (ξ = 0.5, β = 1.5,
γ = 2.5 and δ = 5). The framework assigns two scores, local and global, to each embedding that
measure the quality of an evaluated embedding for tasks that require good representation of local
and, respectively, global properties of the network. Embeddings with a lower score better describe
the respective properties of the network. Both, local and global points on the plot represent the best
performing embedding for different combinations of embedding algorithms and dimensionality. We
could see that a correlation exists between the quality of the embedding and obtained score—stronger
for EC-Leiden, weaker for EC-Louvain. Figure 2 also shows that in most cases, when we decide to
use EC method, even if we do not select the best possible embedding, EC still improves the results
over the baseline algorithm. In such a scenario, the gain will not be as large as in the best case.
However, initializing modularity optimization algorithm with an initial partitioning A improves the
results. What is most important, this plot confirms our presumptions about the dimensionality of
embedding—it should be rather small, around 32.

But still, even if CGE scores help with detecting the best performing embeddings, running the
procedure multiple times will be too tedious. Thus, it is necessary to dig deeper into the data and
find emerging patterns that will further improve the user-friendliness of EC scheme. Figure 3 shows
the results for the best embedding algorithms for all tested values of ξ, β and γ.
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Figure 2: Modularity (dashed line represents modularity of the baseline algorithm) and Global/Local
CGE scores (the lower score, the better) for different embeddings in ABCD graph with parameters:
ξ = 0.5, β = 1.5, γ = 2.5, and δ = 5.

Figure 3 confirms the previously mentioned findings. The advantage of using EC methods is
clearly growing with ξ and γ, while growing β negatively impacts the results. We also see a relation
between the parametrization of the graph, embeddings and their dimensionality. For graphs with
strongly separated communities, node2vec is usually the best performing one, although it offers
a relatively small gain in modularity value. When ξ rises, we see higher gains, but also the best
embeddings change gradually to simpler methods. In the case of EC-Louvain the best performing
algorithm shifts from node2vec to SDNE and, in the case of EC-Leiden—from node2vec to
LLE or LE. We will discuss embeddings later—firstly, let us focus on their dimensionality.

With some exceptions for small ξ we see that the best performing embeddings have rather small
dimensionality. The only exception is EC-Louvain for ξ ≥ 0.75, where the best results are given
by a combination of the SDNE embedding and high dimensionality (usually 256). For any other
embedding, we should generally choose a relatively small value of d, usually around 32. Our goal is
to preserve the most important information about the node’s role in G; thus, we choose moderately
small d, which will filter the unnecessary information while not being too reductive.

As we expect, for a small ξ, gains are minimal, almost insignificant. But when graphs became
noisier, some interesting patterns emerge. For both baselines, node2vec is the best performing
algorithm for small ξ, followed by HOPE and GraRep for the larger values of ξ and SDNE for
EC-Louvain and LE or LLE for EC-Leiden when we reach the highest values of ξ. LINE is
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Figure 3: Heatmap with relative modularity increase (in percentage) for various ABCD graphs.
Each cell corresponds to ABCD graph with given parameters β, γ, ξ and fixed δ = 5. Modularity
increase is represented in a color scale mapping. Each cell also records embedding (together with its
dimensionality) and clustering (together with its parametrization: number of clusters for k-Means
and GMM, minimum sample size for HDBSCAN.)

consecutively the worst performing algorithm, and deepWalk gives worse results than node2vec
in all scenarios—we might think of it as a cruder version of node2vec—thus such performance is
expected. What we see here is that we start with very sophisticated, random-walk based methods,
then move to simpler algorithms, which still preserve the higher order proximities, and end up with
the matrix factorization methods that preserve only the first order proximity. Even if we consider
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the fact that EC-Louvain relies on the SDNE, the pattern still holds. SDNE is a variational
autoencoder network that relies on the adjacency matrix to measure the proximity of the nodes. As
such, SDNE can be understood as a form of a non-linear LLE and it is clear why it is used in
conjunction with a more volatile Louvain algorithm, where LLE is sufficient enough for the stabler
Leiden.

Experiments conducted for various properties of generated graphs give other interesting insights
into the construction and behaviour of EC procedure. We focus on properties, that are the most
easily computable and also have the strongest impact on the design, namely, selection of embedding
algorithm. It is important, especially in the context of possible real-world applications, where it
might be the only prior knowledge available. For a comprehensive comparison, please refer to the
complementary Jupyter notebooks ‡.
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Figure 4: Modularity increase (in percentage) from various embedding-clustering combinations as
a function of a) global clustering coefficient and b) correlation coefficient. EC-Louvain is plotted in
the left column, EC-Leiden in the right.

Figure 4a shows the relation between the global clustering coefficient and the modularity gain
given by EC method for all possible combinations of parameters β, γ, µ and δ. For a graph G,
the global clustering coefficient is defined as the ratio of three times the number of triangles to
the number of pairs of adjacent edges. It could be easily interpreted as the presence of the triadic

‡https://github.com/bartoszpankratz/ECCD
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closures in the graph G – the probability that three nodes in a given random pair of adjacent edges
will form a triangle (for further explanation see: [24], Chapter 1). Relationship between the global
clustering coefficient and the modularity gain is negative, which is intuitive – higher value of the
global clustering coefficient indicates a stronger tendency to cluster among nodes, thus an easier
graph to work on for the baseline algorithms. However, the most interesting part of this plot is the
relation between the global clustering coefficient, minimum degree δ and the selection of the best
performing embedding algorithm. For both, EC-Louvain and EC-Leiden reductive embeddings
(SDNE and LE or LLE respectively) are the best ones only in a very specific scenario - graphs
with δ = 5 and very low, close to 0, global clustering coefficient. In such a scenario, embedding in
EC method is used to reduce the amount of unnecessary information held by the excess edges in
the graph. In all the other cases, it is preferable to use the more sophisticated, random walk-based
embedding, which will learn the role of each node in a broader context, that is unobtainable for
simple, greedy optimization.

Similar conclusions came from the inspection of figure 4b. The degree correlation coefficient
measures the strength of the overall assortativity of a graph G (see Chapter 4 in [24]). A positive
value indicates an assortative network, where high degree nodes tend to be adjacent to other high
degree nodes and low degree nodes link with other low degree nodes. A negative value is a mark of a
disassortative network – one where high degree nodes tend to link with low degree nodes. Finally, a
value close to zero represents a neutral network. For graphs with a strong degree correlation (either
positive or negative) modularity gain is rather low, also the best performing embeddings are either
deepWalk or node2vec. This is understandable, in the networks with a stronger degree correlation
we could expect visible communities. Either in the form of nodes with similar degree clustering
together (in assortative networks) or in the form of communities of high degree hubs, surrounded by
low degree neighbours (in disassortative networks). As a result, such networks are easier tasks for
the baseline community detection algorithms, thus EC methods are usable as a refinement tool. On
the other hand, when a network displays a weak degree correlation, it resembles a random network,
then EC methods are useful for filtering the data. This results in scenarios, where the gain from
using EC methods is higher, but also the usage of more reductive embeddings is required.

Figure 5a shows the relation between a modularity gain and the average degree of a graph. With
a growing average degree, gain from using EC method is growing substantially, also the shift in
preferred embedding algorithm is clearly visible. This result confirms our previous intuition: for
dense graphs (ones with a high average degree) we want to simplify the problem, removing possibly
misleading information, thus we use more reductive, adjacency matrix based embedding methods.
Otherwise, we want to use more complex embedding algorithms, that will learn non-trivial relations
in the graph to refine the results of the baseline community detection algorithm. The same pattern is
visible, when we look at figure 5b. When skewness of degree distribution is close to 0, then degrees in
G are evenly distributed around the average degree, resulting in a graph that structurally somewhat
resembles a random network. On the other hand, heavily positive skewed distribution indicates
that communities in the network are built from large degree hub nodes, surrounded by low degree
peripheral nodes. The latter situation naturally results in a more visible community structure, thus
EC algorithms give lower modularity gain because they are used for improving and fine-tuning the
results of the baseline algorithms.

Figure 6 shows the relation between modularity and AMI index for a single sweep of parameters
(ξ = 0.5, β = 1.5, γ = 2.5, and δ = 5) for different embedding and clustering combinations.
There is a strong, linear relationship between both measures. It means that the parametrization of
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Figure 5: Modularity increase (in percentage) from various embedding-clustering combinations as
a function of a) average degree and b) skewness of degree distribution. EC-Louvain is plotted in
the left column, EC-Leiden in the right.

EC method will perform similarly well on both tasks, despite the difference between modularity
optimization and ground-truth retrieval described in Subsection 4.1. It means that EC are somewhat
“measure-agnostic”, namely we could use the same combination of embedding and clustering for
different tasks or with different score functions and expect similarly good outcomes, which is a
promising result.

4.3 Performance of Clustering Algorithms

Now, let us examine the role of clustering algorithms and their parameters in EC framework.
Figure 3 shows the clustering algorithm with parametrization for the best EC method. In most
cases, k-Means is the best-performing algorithm, followed by GMM. Cases when HDBSCAN
outperforms the rest are rather rare. HDBSCAN was chosen mostly in the cases when the gain
from EC method is almost negligible. Also, the selected values of minimum samples do not show any
reasonable pattern. It may be explained by the fact that HDBSCAN is a density-based algorithm;
by definition, HDBSCAN merges similar nodes into communities, leaving the rest as noise. It is
quite likely that many of the merged nodes are neighbours in the graph that are also merged by the
baseline algorithms, whereas the truly ambiguous nodes, challenging cases, will be left untouched.
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Figure 6: Modularity (dashed line represents modularity of the baseline algorithm) and AMI Index
(dashed red line represents results for the baseline algorithm) for different embeddings in ABCD
graph with parameters: ξ = 0.5, β = 1.5, γ = 2.5, and δ = 5.

As a result, HDBSCAN negates the impact of additional embedding and clustering steps.
As expected, performance of k-Means and GMM is similar. They serve the same role but the

slight edge of k-Means might be explained by the fact that it does not introduce new bias in the
form of the assumed probability distribution over given data (embedded nodes). In both clustering
algorithms, the number of clusters k varies from 500 to 32; k = 500 gives us the most conservative
scenario, merging only the two closest points into a cluster. With growing k, we significantly shrink
and simplify the problem but we also rely gradually more and more on the embedding quality.
Interestingly, there is a major difference between EC-Louvain and EC-Leiden—EC-Louvain
almost exclusively achieves the best performance for k = 500, whereas EC-Leiden works best with
the number of clusters k, roughly around 40.

4.4 Facebook Datasets

Table 5 summarizes results of experiments on Facebook Datasets. As in ABCD experiments, EC
methods improve on the baseline methods and reduce volatility. Improvement does not depend on
the size of a graph but on its properties. Gain from using the EC methods is larger when graphs are
sparser and have a lower clustering coefficient.

As seen in Table 6, the best combinations of embedding and clustering algorithms follow a pattern
resembling the results obtained on the artificial networks. What is worth mentioning, dimensionality
of embedding does not depend on the size of the graph, but rather on the embedding algorithm and
the complexity of the problem. For graphs with a higher clustering coefficient neural network-based
algorithms (SDNE for EC-Louvain and deepWalk for EC-Leiden) with high dimensionality are
preferred, whereas for simpler problems, the best performance is achieved for matrix factorization
algorithms with small dimensionality. This observation is important, especially considering the fact
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Table 5: Modularity increase with respect to baseline (plain Louvain) for Facebook networks.
Column Baseline Louvain shows the average modularity index (modularity × 100) with standard
deviation. Other columns present the modularity change relative to Louvain (in percentage). For
EC methods, the best performing combination of embedding and clustering algorithms was chosen.

Relative Change (in %)

ξ
Baseline
Louvain ECG Leiden EC-Louvain EC-Leiden

Artists 61.18 ± 0.52 0.79 ± 0.33 0.67 ± 0.34 1.03 ± 0.11 1.59 ± 0.01
Athletes 71.08 ± 0.33 -1.88 ± 0.14 1.37 ± 0.09 0.40 ± 0.14 1.59 ± 0.03

Celebrities 68.39 ± 0.11 -0.88 ± 0.07 0.66 ± 0.06 0.00 ± 0.13 0.87 ± 0.02
Companies 72.83 ± 0.27 -2.39 ± 0.10 1.58 ± 0.08 0.42 ± 0.19 1.93 ± 0.04

Government 72.74 ± 0.09 -1.57 ± 0.11 0.16 ± 0.06 0.04 ± 0.06 0.32 ± 0.01
Media 62.56 ± 0.21 -3.57 ± 0.13 1.85 ± 0.16 0.07 ± 0.14 2.11 ± 0.04

Politicians 86.82 ± 0.05 -1.40 ± 0.23 0.14 ± 0.04 0.05 ± 0.04 0.21 ± 0.00
TV Shows 87.20 ± 0.08 -1.38 ± 0.11 0.14 ± 0.01 0.04 ± 0.04 0.18 ± 0.01

that the bigger gain is achieved in the latter situation. It shows that EC methods can be used
efficiently even for substantial networks, without becoming too computationally expensive.

For EC-Louvain, k-Means and GMM, with a large initial number of clusters are giving the
best results. The value of ℓ, the expected volume of every subset Ai, is close to 2 for almost all
datasets, which follow the intuition presented in Section 4.3. The goal of clustering in EC-Louvain
is to slightly truncate the initial graph and allow the Louvain algorithm to do the rest. EC-Leiden
behave differently, ℓ is roughly equal to 64, similar to the expected volume of subsets in ABCD
networks, despite differences in the size between ABCD networks and Facebook datasets.

5 Summary of the Procedure

Results of the numerical experiments show that both EC methods prove to be viable improvements
over their baseline counterparts. Especially EC-Leiden turned out to improve the performance by a
fair margin. Thus, we suggest using it, rather than EC-Louvain algorithm, which is less stable and
gives worse overall results. For a graph G = (V,E) we could summarize EC-Leiden steps as follows:

Step 1: Compute some basic descriptive statistics of G (density, clustering coefficient, degree
correlation coefficient, etc.). For dense G with a low clustering coefficient and degree correlation
coefficient around 0, embed each node of graph G into a low-dimensional (e.g. 32) vector using
the LE or LLE embedding algorithm. Otherwise, use node2vec algorithm § with a similarly
small dimensionality.

Step 2: Run k-Means clustering algorithm on the obtained latent representation E to get
partition A = {A1, A2, . . . , Ak}. EC-Leiden gives the best results when k, size of partition

§In a case of node2vec, hyperparameters do not impact the results in a significant manner, thus we suggest using
the parametrization proposed in [15] or a default one in the preferred implementation of node2vec
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Table 6: Best performing EC methods for Facebook datasets. Columns Embedding Algorithm and
Dimensions show the best embedding algorithm and its dimensions. Columns Clustering Algorithm
and Parameters show the best clustering algorithm and its parametrization (number of clusters for
k-Means and GMM, minimum sample size for HDBSCAN.

(a) EC-Louvain

Embedding Clustering
Dataset Algorithm Dimensions Algorithm Parameters

Artists node2vec 16 GMM 8420
Athletes HOPE (ppr) 8 K-Means 6933

Celebrities SDNE 64 GMM 5783
Companies SDNE 1024 HDBSCAN 4
Government LINE 1024 K-Means 3529

Media LLE 256 K-Means 13959
Politicians SDNE 64 HDBSCAN 1
TV Shows SDNE 1024 HDBSCAN 2

(b) EC-Leiden

Embedding Clustering
Dataset Algorithm Dimensions Algorithm Parameters

Artists LLE 128 GMM 395
Athletes LLE 16 K-Means 55

Celebrities LLE 128 K-Means 181
Companies node2vec 8 GMM 442
Government LE 32 K-Means 111

Media node2vec 32 GMM 931
Politicians LE 32 K-Means 93
TV Shows deepWalk 1024 K-Means 217

A, is roughly equal to size of the final partition P. However, the results are still reasonable
when k is just high enough - we suggest setting the value of k = |V |/64, thus assuming that
each community will contain roughly 64 nodes .

Step 3: Run Leiden algorithm on graph G using partition A as a starting point. The result
of this procedure, partition P, is the outcome of our algorithm.

Let us discuss The difference between EC-Louvain and EC-Leiden and explain why EC-Leiden
is a more suitable procedure.

Louvain merges two nodes if such a move maximizes modularity locally, without any broader
context. It is especially problematic in the early stages, when the structure is still unclear because the
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merge of nodes belonging to different communities might (and most often does) result in the largest
possible increase of the target function. The obvious drawback here is that Louvain algorithm
cannot later separate the nodes if they are wrongly connected.

The initial partitioning A was designed to overcome this issue, guaranteeing the stability of
the first step of the algorithm and reducing the impact of wrongly connected nodes. EC-Louvain
aims to find a stable initial partitioning, that is, merge nodes that are certainly part of the same
community into one cluster. However, if there is an error in initial partitioning, there is no chance
that the algorithm will be able to correct it: it will rather exaggerate it. And we know that all
embeddings have some inevitable representation error, thus it is better to use a more sophisticated
algorithm (e.g. non-linear SDNE instead of linear LLE) with higher dimensionality. Also, the initial
number of clusters k is rather high—again, to avoid any possible information loss only certain nodes
are connected into communities in the initial step.

The problem of inherent greediness of Louvain algorithm prevails in later steps until the
algorithm reaches the stage when the communities are large enough. As a result, the impact of the
initial “good” partitioning is minimized. This problem might be fixed by repeating the embedding
process after every iteration, up to the moment when the algorithm reaches its stable stage, but
obviously, such a procedure would be unfeasible for large graphs as it is very time-consuming.

In the case of Leiden algorithm, the refinement stage is designed to solve the aforementioned
issue of wrongly connected nodes. After every iteration, when communities are created in the same
manner as in Louvain, they are split and recombined into new, better partitions, ensuring that all
nodes are optimally assigned in the context of a given subgraph induced by a single community. The
scope of such refinement is somewhat limited; it cannot backtrack more than a single iteration. As a
result, in the early stages, when initialized with a singleton partition, it might still merge nodes that
should not belong to the same community—and that will be irreversible. By initializing it with a
fine-tuned initial partitioning A, we reduce ambiguity in the crucial first step by giving an algorithm
some base structure to work with and allowing the refinement stage to show its importance.

The addition of the refinement stage in Leiden algorithm means that Leiden will not amplify
the inherent error caused by embedding, but it might also be able to reduce it. So, in this case,
we might start with a rather simple and reductive embedding and already quite an aggregated
initial partitioning A. This split does not need to be overly complicated and accurate because
it will be further refined by Leiden, and then sewn together into a final, optimal partition P.
Thus, the best strategy is to use simpler methods than in EC-Louvain, e.g. matrix factorization
methods (LE or LLE) instead of the neural network-based SNDE, with small dimensionality d.
Also, the initial number of clusters k is smaller than in EC-Louvain case, usually close to the
final number of communities ℓ. In this context, EC-Leiden is a method that handles a non-trivial,
NP-hard optimization problem by dividing it into a set of far more manageable smaller independent
sub-problems, solving them, and then aggregating them into the final solution.

Finally, let us focus on the last interesting pattern, which is the behaviour of the best performing
embedding algorithms in relation to the community structure of a given graph. In the cases of both
EC methods, when the community structure is strong, communities are visible and separated, then
the best strategy is to use rather sophisticated algorithms with a proximity measure able to capture
the structural role of each node, such as node2vec. When a graph is “noisy”, with less pronounced
communities and many edges between them, then the best solution is to rely on simpler adjacency
matrix-based methods—SDNE for EC-Louvain and LE or LLE for EC-Leiden.

When the graph exhibits a strong community structure, baseline algorithms already give good
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results and high modularity value. The reason why we want to use EC is to properly assign the small
fraction of the ambiguous nodes, that join two or more different communities. Thus, we are using an
algorithm that can learn complicated and deep relations between nodes but offers a rather minuscule
gain of modularity. For graphs with a high level of “noise” we want to achieve a somewhat opposite
goal. Nodes usually have more neighbours belonging to many different communities. In this case, we
are interested in filtering the excessive information and leave only the crucial one. Our goal is to
embed nodes in a way that will ensure that closely related (adjacent or sharing common neighbours)
nodes will not be embedded far apart without accounting for the more distant relationships and
structural role of a node in the graph. In such case, EC method with simple, reductive embedding
will result in significant modularity gain compared to the baseline.

6 Discussion

The most important advantage of the proposed EC method is its flexibility. EC algorithms use
two different measures to achieve the final partitioning. Firstly, they use local distances between
the embedded nodes and then modularity which measures the strength of communities globally.
Measuring community structure in two ways improves the results in two ways, either by refining the
results via learning more complex relations between nodes or by simplifying the structure of a graph,
depending on selected embedding algorithms.

On the other hand, multilevel methods rely on aggregating the results of different runs of
modularity-based algorithms in the form of a weighted graph that is later refined into the final
partition P. Usually, a weighted graph is created using the low-level coarsening of the input graph
G. They indeed reduce the volatility of the baseline algorithm, but they are not able to adjust their
way of acting depending on the properties of the graph.

As a result, multilevel methods are unable to overcome inherent issues of the modularity
optimization approach. Especially in the early steps, merging nodes from different communities will
result in significant modularity gain, thus we might expect that greedy modularity optimization will
often assign nodes to wrong communities. The issue is especially visible in two cases: when nodes
have neighbours in many different communities (that is, when the graph is “noisy”) and when the
graph contains a significant amount of low-degree nodes (see Table 2 and Table 3a) that might have
neighbours in different communities.

When the multilevel method creates weights, it looks at how often a node vi is placed in the
same community as its neighbour vj . The weight wij between nodes vi and vj is large when vi and
vj are often paired, and small when they are rarely merged by the algorithm. In the aforementioned
two cases, we might expect that ambiguous nodes will have a close to uniform distribution of weights,
but only in cases when the number of initial partitioning k is large enough. When k is too small,
the multilevel algorithm amplifies volatility, resulting in ill-defined weights that perform worse
than modularity optimization on the unweighted graph. On the other hand, creating the initial
partitioning A on the embedded representation of G will always filter data and reduce volatility.

However, in its current form, EC methods have one drawback—their computational complexity
might be overwhelming for practitioners who want to use such algorithms on a daily basis. However,
in many cases the computational power is currently not a major constraint when doing graph analysis,
especially when cloud computing resources are available. Moreover, there are some specific scenarios
when we suggest using EC methods, even if computation resources are scarce.

First and the most obvious situation is finding communities in dense graphs with evenly distributed
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degrees—graphs that we consider “noisy”. The sheer amount of edges and lack of visible hub nodes
in such networks make them a hard task for traditional community detection algorithms. Their
results exhibit significant volatility, forcing users to run given algorithm multiple times to find
the acceptable partition. Embedding step in EC methods reduces the complexity of a problem,
allowing the baseline algorithm to find a better, far more robust and repetitive, partitioning of a
given network.

Secondly, there are situations when properly aligning the most ambiguous nodes is crucial.
For example, nodes that connect many different communities play a key role in propagation of
disinformation and fake news in social media. Thus, placing such nodes in a proper community (e.g.
together with other misinformation spreading accounts) is important to prevent the further spread
of potentially dangerous and misleading news. In this scenario, even if the difference in modularity
between a baseline algorithm and EC method might seem negligible, the impact of the improved
solution is notable.

Finally, EC methods can be used in a situation when one already has a proper embedded
representation prepared for another task, e.g. training a neural network. In this situation, the
computational complexity of EC method, caused by the necessity of computing an embedding, is
negligible. As a result, by using EC method one might improve the community detection results
without significant additional cost.

7 Conclusions

The Embedding-Clustering (EC) scheme introduced in this paper improves the results of popular
community detection algorithms. Using the initial partitioning C obtained by clustering nodes in
graph embeddings improves the results of the popular community detection algorithms. In the case
of Louvain the impact is rather small, almost negligible, but the initial partitioning of Leiden
significantly improves its performance and reduces the volatility. Moreover, we show which classes of
embeddings and clustering algorithms are the most suitable for this particular task.
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