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Abstract. The semi-random graph process is a single player game in which the player is initially
presented an empty graph on n vertices. In each round, a vertex u is presented to the player
independently and uniformly at random. The player then adaptively selects a vertex v, and adds
the edge uv to the graph. For a fixed monotone graph property, the objective of the player is to
force the graph to satisfy this property with high probability in as few rounds as possible. In this
paper, we investigate the following three properties: containing a complete graph of order k, having
the chromatic number at least k, and not having an independent set of size at least k.

1. Introduction and Main Results

1.1. Definitions. In this paper, we consider the semi-random graph process suggested by
Peleg Michaeli, introduced formally in [5], and studied recently in [3, 4, 8, 12, 14, 15, 16, 23, 11, 24]
that can be viewed as a “one player game”. The process starts from G0, the empty graph on the
vertex set [n] := {1, . . . , n} where n ∈ N. In each round t ∈ N, a vertex ut is chosen uniformly at
random from [n]. Then, the player (who is aware of graph Gt and vertex ut) must select a vertex
vt and add the edge utvt to Gt to form Gt+1. The goal of the player is to build a (multi)graph
satisfying a given property P as quickly as possible. It is convenient to refer to ut as a square,
and vt as a circle so every edge in Gt joins a square with a circle. We say that vt is paired to ut
in step t. Moreover, we say that vertex x ∈ [n] is covered by the square ut arriving at round t,
provided ut = x. The analogous definition extends to the circle vt. Equivalently, we may view Gt

as a directed graph where each arc directs from ut to vt, and thus we may use (ut, vt) to denote
the edge added in step t. For this paper, it is easier to consider squares and circles for counting
arguments.

A strategy S is defined by specifying for each n ≥ 1, a sequence of functions (ft)
∞
t=1, where for

each t ∈ N, ft(u1, v1, . . . , ut−1, vt−1, ut) is a distribution over [n] which depends on the vertex ut,
and the history of the process up until step t− 1. Then, vt is chosen according to this distribution.
If ft is an atomic distribution, then vt is determined by u1, v1, . . . , ut−1, vt−1, ut. We then denote
(GS

i (n))
t
i=0 as the sequence of random (multi)graphs obtained by following the strategy S for t

rounds; where we shorten GS
t (n) to Gt or Gt(n) when clear.

1.2. Notation. Results presented in this paper are asymptotic by nature. We say that some
property P holds asymptotically almost surely (or a.a.s.) if the probability that the semi-
random process has this property (after possibly applying some given strategy) tends to 1 as n goes
to infinity. Given two functions f = f(n) and g = g(n), we will write f(n) = O(g(n)) if there exists
an absolute constant c ∈ R+ such that |f(n)| ≤ c|g(n)| for all n, f(n) = Ω(g(n)) if g(n) = O(f(n)),
f(n) = Θ(g(n)) if f(n) = O(g(n)) and f(n) = Ω(g(n)), and we write f(n) = o(g(n)) or f(n) ≪ g(n)
if limn→∞ f(n)/g(n) = 0. In addition, we write f(n) ≫ g(n) if g(n) = o(f(n)) and we write
f(n) ∼ g(n) if f(n) = (1 + o(1))g(n), that is, limn→∞ f(n)/g(n) = 1.

We will use log n to denote a natural logarithm of n. As mentioned earlier, for a given n ∈
N := {1, 2, . . .}, we will use [n] to denote the set consisting of the first n natural numbers, that is,
[n] := {1, 2, . . . , n}. Finally, as typical in the field of random graphs, for expressions that clearly
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have to be an integer, we round up or down but do not specify which: the choice of which does not
affect the argument.

1.3. Main Results—Complete Graphs. In this paper, we investigate three monotone proper-
ties. The first one is the property of containing Kk, a complete graph of order k. In the very first
paper on the semi-random process [5], it was proved that a.a.s. one may construct a complete graph
of a constant order k once there are vertices with at least k squares on them. On the other hand, if
no vertex receives at least k squares, it is impossible to achieve it a.a.s. Specifically, the following
result was proved.

Observation 1.1 ([5]). Fix an integer k ≥ 3 and any function ω = ω(n) that tends to infinity as
n → ∞. Then, the following hold.

(a) There exists a strategy that a.a.s. creates Kk at time t = ωn(k−2)/(k−1).

(b) There is no strategy that a.a.s. creates Kk at time t = n(k−2)/(k−1)/ω.

In fact, part (a) of the above observation was proved for a larger family of graphs that are
k−1 (≥ 2) degenerate (see Section 4 for the definition of degeneracy). Moreover, it was conjectured
that part (b) can be generalized to such large family of graphs. The conjecture was proved recently
in [3]. As a result, creating graphs of a constant size is well-understood—essentially, creating a fixed
graph with degeneracy d is possible once the process lasts long enough so that there are vertices
with at least d− 1 squares.

On the other hand, constructing complete graphs of order k ≫ log n is very simple and can
be done in almost optimal way. It follows immediately from Chernoff’s bound (see (3) and (4)),
together with the union bound over all vertices, that if t ≫ n log n, then a.a.s. all vertices receive

t

n

(
1 +O

(√
log n

t/n

))
∼ t

n

squares. One may try to create a complete graph on the vertex set [k] for k = 2ℓ + 1 (ℓ ∈ N) by
connecting the jth square (j ∈ [ℓ]) landing on vertex i with vertex (i − 1 + j) (mod 2ℓ + 1) + 1.
This simple algorithm yields a lower bound for the size of the complete graph. To get an upper
bound, we simply observe that it is impossible to create Kk′ if the maximum degree is smaller than
(k′ − 1)/2. After combining the two observations, we get the following.

Observation 1.2. Suppose that t = t(n) ≥ ωn log n, where ω = ω(n) is any function that tends to
infinity as n → ∞. Let

k = k(n) :=
2t

n

(
1− ω−1/3

)
∼ 2t

n

k′ = k′(n) :=
2t

n

(
1 + ω−1/3

)
∼ 2t

n
∼ k.

Then, the following hold.

(a) There exists a strategy that a.a.s. creates Kmin{k,n} at time t.
(b) There is no strategy that a.a.s. creates Kk′ at time t.

In fact, much stronger property holds. Let H be an n-vertex graph of maximum degree ∆ =
∆(n) ≫ log n. In [4] it was proved that there exists a strategy to build H in (∆n/2)(1 + o(1))
rounds.

In light of Observations 1.1 and 1.2, it remains to investigate how large complete graphs one can
build in t rounds, provided that t = t(n) = n1+o(1) and t = O(n log n). Recall that f(n) = o(1) only
means that limn→∞ f(n) = 0 and so it might be negative. In particular, we allow t ≪ n as long

as t = n1+o(1). If t = o(n log n), then one may create a complete graph of size which is asymptotic
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to the maximum number of squares on a single vertex—see Lemma 3.1(b). More importantly,
asymptotically, this is the best one can do. This is our first main result which we state below.

Theorem 1.3. Suppose that t = t(n) is such that t = n1+o(1) and t ≪ n log n. Let β = β(n) :=
n log n/t. (In particular, β → ∞, as n → ∞.) Define

ℓ = ℓ(n) :=
log n

log β − 2 log log β
∼ log n

log β
,

and

ϵ = ϵ(n) :=


e2(log β)/β if β ≤ log n/ log logn,

15(log ℓ)/ℓ if log n/ log log n < β ≤ log2 n,

e/ℓ if β > log2 n.

(In particular, ϵ = o(1), regardless of β.) Finally, let

k = k(n) :=
log n− 2 log log n− t/n

log β
∼ log n

log β

k′ = k′(n) := ℓ(1 + 4ϵ1/4) ∼ log n

log β
∼ k.

Then, the following hold.

(a) There exists a strategy that a.a.s. creates Kk at time t.
(b) There is no strategy that a.a.s. creates Kk′ at time t.

Unfortunately, when t = Θ(n log n), then our bounds do not asymptotically match but they are
at most a multiplicative factor of 2+o(1) away from each other, as we will show later (see Figure 2).
Suppose that t = t(n) = γn log n for some γ ∈ (0,∞). We will derive an asymptotic lower bound
of k1 = ℓ = ξγ log n, where constant ξ = ξ(γ) ∈ (1,∞) is defined to be the unique solution to the
following equation

1− ξγ(log ξ − 1)− γ = 0, (1)

which is equivalent to

ξ(log ξ − 1) =
1− γ

γ
=

1

γ
− 1 ∈ (−1,∞) (2)

or to

ξγ =
1− γ

log ξ − 1
.

(The left hand side of (2) is a bijection from (0,∞) to (−1,∞) which proves the uniqueness of ξ.)
As we will see in Lemma 3.1(c) below, ℓ defined in Theorem 1.3 is asymptotic to the maximum
number of squares on a single vertex.

It is easy to see that ξ is a decreasing function of γ. If γ → 0, then ξ ∼ (1/γ)/ log(1/γ), which is
consistent with Theorem 1.3 (applied with β = 1/γ → ∞). If γ = 1, then ξ = e. More importantly,
if γ = γℓ = (2 log 2 − 1)−1 ≈ 2.59, then ξ = 2. Finally, if γ → ∞, then ξ → 1. The constant γℓ
will play a special role in the lower bound in the statement of our result. We will show another
asymptotic lower bound of k2 ∼ 2γ log n which is stronger than the previous one, provided that
γ > γℓ (see Figure 1, right side).

We will also show two upper bounds. The first one, k′2 ∼ 2ℓ ∼ 2ξγ log n is trivial but is best

possible when γ → ∞ (recall that ξ → 1 as γ → ∞). The second one, k′1 ∼ (1 + 2
√
2(e/ξ)1/4)ℓ,

is stronger provided that γ < γu = (64e log 64 − 1)−1 ≈ 0.00139 (see Figure 1, left side). Indeed,

if γ < γu, then ξ > 64e and, as a consequence, 1 + 2
√
2(e/ξ)1/4 < 2. This bound is best possible

when γ → 0.
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Theorem 1.4. Suppose that t = t(n) = γn log n for some γ ∈ (0,∞). Let ξ = ξ(γ) ∈ (1,∞) be
defined as in (1). Define

ℓ = ℓ(n) :=
1− γ

log ξ − 1
log n = ξγ log n.

Let

k1 = k1(n) :=
(1− γ) log n− 2 log log n

log ξ − 1
∼ ℓ = ξγ log n,

k2 = k2(n) := 2γ log n− 4
√
γ log n log logn ∼ 2γ log n,

k′1 = k′1(n) :=

(
1 +

3

log1/2 n

)(
1 + 2

√
2(e/ξ)1/4

)
ξγ log n ∼

(
1 + 2

√
2(e/ξ)1/4

)
ξγ log n,

k′2 = k′2(n) := 2ξγ log n+ 1 ∼ 2ξγ log n.

Finally, let

k = k(n) := max{k1, k2} ∼ max{ξ, 2}γ log n,
k′ = k′(n) := min{k′1, k′2} ∼ min{1 + 2

√
2(e/ξ)1/4, 2}ξγ log n.

Then, the following hold.

(a) There exists a strategy that a.a.s. creates Kk at time t.
(b) There is no strategy that a.a.s. creates Kk′ at time t.

Figure 1. The upper (k′) and the lower (k) bound for the order of a largest com-
plete graph: small (left figure) and large (right figure) values of γ.

1.4. Main Results—Chromatic Number. A proper colouring of a graph is a labeling of its
vertices with colours such that no two vertices sharing the same edge have the same colour. The
smallest number of colours in a proper colouring of a graph G = (V,E) is called its chromatic
number, and it is denoted by χ(G). Since this graph parameter is not well-defined for (multi)graphs
with loops, we simply ignore them if they are present in Gt. Potential parallel edges do not cause
any problems but, of course, can be ignored too.

The second monotone property we investigate in this paper is the property that χ(Gt) ≥ k for
some value of k = k(n). Trivially, the player can achieve this property by constructing Kk so earlier
results immediately imply the corresponding lower bounds. We will prove matching upper bounds
(up to a multiplicative factor of 2+ o(1)) yielding the following three results. Hence, in all regimes,
the chromatic number is of order of the clique number.

In the first regime, the ratio between the upper and the lower bound is 2 + o(1).
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Figure 2. The ratio between the upper (k′) and the lower (k) bound for the order
of a largest complete graph: small (left figure) and large (right figure) values of γ.

Theorem 1.5. Suppose that t = t(n) is such that t = n1+o(1) and t ≪ n log n. Let β = β(n) :=
n log n/t. (In particular, β → ∞, as n → ∞.) Define ℓ = ℓ(n) and k = k(n) as in Theorem 1.3.

Then, the following hold.

(a) There exists a strategy that a.a.s. creates Gt such that χ(Gt) ≥ k.
(b) There is no strategy that a.a.s. creates Gt such that χ(Gt) ≥ 2ℓ+ 2 ∼ 2k.

In the second regime, the ratio between the upper and the lower bound is at most 2 + o(1) (see
Figure 3).

Theorem 1.6. Suppose that t = t(n) = γn log n for some γ ∈ (0,∞). Let ξ = ξ(γ) ∈ (1,∞) be
defined as in (1). Define ℓ = ℓ(n) and k = k(n) as in Theorem 1.4.

Then, the following hold.

(a) There exists a strategy that a.a.s. creates Gt such that χ(Gt) ≥ k.
(b) There is no strategy that a.a.s. creates Gt such that χ(Gt) ≥ 2ℓ+ 2 = Θ(k).

Figure 3. The upper (2ℓ + 2) and the lower (k) bound for χ(Gt) (left figure) as
well as the ratio between the two (right figure).

Note that if γ → ∞ in the above result, then ξ → 1 and so both bounds are asymptotically tight:
χ(Gt) ∼ 2γ log n.

Theorem 1.7. Suppose that t = t(n) ≥ ωn log n, where ω = ω(n) is any function that tends to
infinity as n → ∞. Define k = k(n) and k′ = k′(n) as in Observation 1.2.

Then, the following hold.

(a) There exists a strategy that a.a.s. creates Gt such that χ(Gt) ≥ min{k, n}.
(b) There is no strategy that a.a.s. creates Gt such that χ(Gt) ≥ k′ ∼ k.
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1.5. Main Results—Independent Sets. An independent set is a set of vertices in a graph,
no two of which are adjacent. The independence number α(G) of a graph G = (V,E) is the
cardinality of a maximum independent set of vertices. As for the chromatic number, we simply
ignore loops if they are present in Gt.

The last monotone property we investigate in this paper is the property that α(Gt) ≤ k for a
given value of k = k(n). We have a good understanding of the independence number of Gt when
the average degree tends to infinity together with n.

Theorem 1.8. Suppose that t = t(n) is such that n ≪ t ≪ n2. Let λ = λ(n) = t/n.
Then, the following hold.

(a) There exists a strategy that a.a.s. creates Gt such that

α(Gt) ≤ n

2λ

(
1 +O(

√
log λ/λ) +O(λ/n)

)
∼ n

2λ
.

(b) There is no strategy that a.a.s. creates Gt such that

α(Gt) <
n

2λ+ 1
.

Suppose now that the average degree is of the same order as the order of a graph, that is,
t = t(n) ∼ cn2. In this case, we determine the independence number precisely unless c = 1/(2q)
for some q ∈ N. If c = 1/(2q) for some q ∈ N, then the upper and the lower bounds may be off by
one.

Theorem 1.9. Suppose that t = t(n) ∼ cn2 for some constant c ∈ (0, 1]. Let λ = λ(n) = t/n ∼ cn.
Then, the following hold.

(a) There exists a strategy that a.a.s. creates Gt such that

α(Gt) ≤
⌈ n

2λ

(
1 +O(

√
log λ/λ)

)⌉
.

(b) There is no strategy that a.a.s. creates Gt such that

α(Gt) <
n

2λ+ 1
.

On the other extreme case, if t = t(n) ≪ n, then the number of vertices that are not isolated is
(deterministically) at most 2t = o(n) and so α(Gt) ∼ n. Understanding α(Gt) seems to be more
challenging when t ∼ cn for some constant c ∈ (0,∞). It is easy to see that α(Gt) = Θ(n) but
determining the constants hidden in the Θ(·) notation appears to be difficult. Indeed, in this regime
we do not even know the behaviour of the independence number of the binomial random graph [2].
This random graph, much easier model to analyze, is a special case of the semi-random process
and can be easily mimicked by it. We provide a few natural upper and lower bounds later on but
more work needs to be done to have a better understanding of this graph parameter.

1.6. Structure of the Paper. We first introduce some basic concentration tools and present
known results about the semi-random process (Section 2). Complete graphs are investigated in
Section 3, chromatic number in Section 4, and independent sets in Section 5. We conclude the
paper with summarizing open problems that are left to be investigated (Section 6).

2. Preliminaries

2.1. Concentration Tools. Let us first state a few specific instances of Chernoff’s bound that
we will find useful. Let X ∈ Bin(n, p) be a random variable distributed according to a Binomial
distribution with parameters n and p. Then, a consequence of Chernoff’s bound (see e.g., [18,
Theorem 2.1]) is that for any t ≥ 0 we have

P(X ≥ EX + t) ≤ exp

(
− t2

2(EX + t/3)

)
(3)
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P(X ≤ EX − t) ≤ exp

(
− t2

2EX

)
. (4)

Moreover, let us mention that the bound holds in a more general setting as well, that is, for X =∑n
i=1 Xi where (Xi)1≤i≤n are independent variables and for every i ∈ [n] we have Xi ∈ Bernoulli(pi)

with (possibly) different pi-s (again, see e.g., [18] for more details). Finally, it is well-known that
the Chernoff bound also applies to negatively correlated Bernoulli random variables [10].

2.2. The Differential Equation Method. For one of our bounds, we will use the differential
equation method (see [6] for a gentle introduction) to establish dynamic concentration of our random
variables. The origin of the differential equation method stems from work done at least as early
as 1970 (see Kurtz [22]), and which was developed into a very general tool by Wormald [28, 29] in
the 1990’s. Indeed, Wormald proved a “black box” theorem, which gives dynamic concentration
so long as some relatively simple conditions hold. Warnke [26] recently gave a short proof of a
somewhat stronger black box theorem.

2.3. Literature Review. Since the semi-random process is still a relatively new model, let us
highlight a few results on the model.

2.3.1. Perfect Matchings. In the very first paper [5], it was shown that the semi-random process
is general enough to approximate (using suitable strategies) several well-studied random graph
models, including an extensively studied k-out process (see, for example, Chapter 18 in [19]). In
the k-out process, each vertex independently connects to k randomly selected vertices which results
in a random graph on n vertices and kn edges.

Since the 2-out process has a perfect matching a.a.s. [13], we immediately get that one can create
a perfect matching in (2+o(1))n rounds. By coupling the semi-random process with another random
graph that is known to have a perfect matching a.a.s. [20], the upper bound can be improved to
(1 + 2/e + o(1))n < 1.73576n. This bound was consecutively improved by investigating a fully
adaptive algorithm [16]. The currently best upper bound is 1.20524n. On the other hand, the
lower bound observed in [5] ((ln(2) + o(1))n > 0.69314n) was improved as well, and now we know
that one needs at least 0.93261n rounds to create a perfect matching [16].

2.3.2. Hamilton Cycles. It is known that a.a.s. the famous 3-out process is Hamiltonian [7]. Since
the semi-random process can be coupled with the k-out process [5] (for any k ∈ N), we get that
a.a.s. one may create a Hamilton cycle in (3 + o(1))n rounds. A new upper bound was obtained
in [14] in terms of an optimal solution to an optimization problem whose value is believed to be
2.61135n by numerical support.

The upper bound of (3 + o(1))n obtained by simulating the 3-out process is non-adaptive. That
is, the strategy does not depend on the history of the semi-random process. The above mentioned
improvement proposed in [14] uses an adaptive strategy but in a weak sense. The strategy consists
of 4 phases, each lasting a linear number of rounds, and the strategy is adjusted only at the end
of each phase (for example, the player might identify vertices of low degree, and then focus on
connecting circles to them during the next phase).

In [15], a fully adaptive strategy was proposed that pays attention to the graph Gt and the
position of ut for every single step t. As expected, such a strategy creates a Hamilton cycle
substantially faster than the weakly adaptive or non-adaptive strategies, and it allows to improve
the upper bound from 2.61135n to 2.01678n. One more trick was observed recently which further
improves an upper bound to 1.84887n [12]. After combining all the ideas together, the currently
best upper bound is equal to 1.81696n [11].

Let us now move to the lower bounds. As observed in the initial paper introducing the semi-
random process [5], if Gt has a Hamiltonian cycle, then Gt has minimum degree at least 2. Thus,
a.a.s. it takes at least (ln 2 + ln(1 + ln 2) + o(1))n ≥ 1.21973n rounds to achieve this property as



8 DAVID GAMARNIK, MIHYUN KANG, AND PAWE L PRA LAT

this is exactly how many rounds are needed to get the property of having the minimum degree at
least 2 [5]. In [14], the lower bound mentioned above was shown to not be tight. The lower bound
was increased by εn = 10−8n and so numerically negligible. Better bound was obtained in [15] and
now we know that a.a.s. it takes at least 1.26575n rounds to create a Hamilton cycle.

2.3.3. Spanning Subgraphs. Let us now discuss what is known about the property of containing a
given spanning graph H as a subgraph. It was asked by Noga Alon whether for any bounded-degree
H, one can construct a copy of H a.a.s. in O(n) rounds. This question was answered positively in a
strong sense in [4], in which it was shown that any graph with maximum degree ∆ can be constructed
a.a.s. in (3∆/2 + o(∆))n rounds. They also proved that if ∆ = ω(log(n)), then this upper bound
improves to (∆/2 + o(∆))n rounds. Note that both of these upper bounds are asymptotic in
∆. When ∆ is constant in n, such as in both the perfect matching and Hamiltonian cycle setting,
determining the optimal dependence on ∆ for the number of rounds needed to construct H remains
open. Moving to this direction, k-factors and k-connectivity was studied recently in [21].

2.3.4. A Few Other Directions. Finally, let us mention that sharp thresholds were studied recently
in [23]. In fact, the results from there apply to a more general class of processes including the
semi-random process. Moreover, some interesting variants of the semi-random process are already
considered. In [8], a random spanning tree of Kn is presented to the player who needs to keep one
of the edges. In [17], squares presented by the process follow a random permutation. In [25], the
process in which k random squares are presented and the player needs to select one of them before
creating an edge is considered. Hypergraphs are investigated in [3] and [24].

3. Complete Graphs

Let us start with a well-known observation, closely related to the coupon collector problem, that
the number of squares on a given vertex is a random variable that is asymptotically distributed as
the Poisson random variable.

Lemma 3.1. Suppose that t = t(n) is such that t = n1+o(1) and t = O(n log n). For any vertex
v ∈ [n], let Xv = Xv(n) be the number of squares that land on v until time t and let

λ := E[Xv] = t/n.

Then, the following properties hold.

(a) For any vertex v ∈ [n] and for any k = o(
√
n),

P(Xv = k) ∼ λk

k!
exp(−λ).

(b) Suppose that t = t(n) = n log n/β for some β = β(n) → ∞ as n → ∞. As in Theorem 1.3,
define

ℓ = ℓ(n) :=
log n

log β − 2 log log β
∼ log n

log β
=

β

log β
· λ.

Then, a.a.s.

max
(
Xv : v ∈ [n]

)
≤ ℓ ∼ β

log β
· λ.

(c) Suppose that t = t(n) = γn log n for some γ ∈ (0,∞). Let ξ = ξ(γ) ∈ (1,∞) be as in (1).
As in Theorem 1.4, define

ℓ = ℓ(n) :=
1− γ

log ξ − 1
log n = ξγ log n = ξλ.

Then, a.a.s.

max
(
Xv : v ∈ [n]

)
≤ ℓ = ξλ.
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Proof. Note that for any k = o(
√
n),

P(Xv = k) =

(
t

k

)(
1

n

)k (
1− 1

n

)t−k

=
tk

k!
(1 +O(k/t))k

(
1

n

)k

exp

(
− 1

n
+O(1/n2)

)t−k

=
(t/n)k

k!

(
1 +O(k2/t)

)
exp

(
−t/n+O(k/n) +O(t/n2)

)
∼ λk

k!
exp(−λ).

The property (a) holds.

To show property (b), first note that, since t = n1+o(1), we get that β = no(1) (but also, by
definition, β → ∞ as n → ∞) and so ℓ → ∞ as n → ∞. It follows from part (a) and the Stirling’s

formula (ℓ! ∼
√
2πℓ(ℓ/e)ℓ) that for any vertex v ∈ [n],

P
(
Xv = ℓ

)
∼ λℓ

ℓ!
e−λ ≤ λℓ

ℓ!
= o

(
(t/n)ℓ

(ℓ/e)ℓ

)
= o

((
e log n

ℓβ

)ℓ
)

= o

((
(1 + o(1))

e log β

β

)ℓ
)

= o
(
exp

(
−ℓ
(
log β − log log β −O(1)

)))
= o

(
exp

(
− log n

log β − 2 log log β

(
log β − log log β −O(1)

)))
= o (exp (− log n)) = o(1/n).

Now, note that for any ℓ ≤ k < n1/3 we have

P(Xv = k + 1)

P(Xv = k)
∼ λ

k + 1
≤ λ

ℓ
∼ log n/β

log n/ log β
=

log β

β
= o(1),

and so P(ℓ ≤ Xv ≤ n1/3) ∼ P(Xv = ℓ). Finally, note that

P(Xv ≥ n1/3) ≤
(

t

n1/3

)(
1

n

)n1/3

≤
(

et

n4/3

)n1/3

= exp
(
−Θ(n1/3 log n)

)
= o(1/n).

Combining all of these properties together we get that

P(Xv ≥ ℓ) ≤ P(ℓ ≤ Xv ≤ n1/3) + P(Xv ≥ n1/3) = o(1/n), (5)

and the property (b) holds by the union bound over all vertices v.

The same argument can be used to show property (c). This time, for any vertex v ∈ [n],

P
(
Xv = ℓ

)
∼ λℓ

ℓ!
e−λ = o

((
γ log n

ℓ/e

)ℓ

exp
(
− γ log n

))
= o

(
exp

(
ℓ log(e/ξ)− γ log n

))
= o

(
exp

(
− ℓ(log ξ − 1)− γ log n

))
= o

(
exp

(
− (1− γ) log n− γ log n

))
= o(1/n).

Since ξ > 1, for any ℓ ≤ k < n1/3 we have

P(Xv = k + 1)

P(Xv = k)
∼ λ

k + 1
≤ λ

ℓ
=

1

ξ
< 1,
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and so P(ℓ ≤ Xv ≤ n1/3) = O(P(Xv = ℓ)). The conclusion is the same, P(Xv ≥ ℓ) = o(1/n)
(see (5)), and the property (c) holds by the union bound over all vertices v. □

We independently consider lower and upper bounds for the order of complete graphs one may
build during the semi-random process.

3.1. Lower Bounds. We present two algorithms that can be used to build complete graphs. Both
can be used for any value of t but the first algorithm will turn out to be better than the second
one, provided that t ≤ γℓn log n, where γℓ = (2 log 2− 1)−1 ≈ 2.59.

Algorithm 3.2. The algorithm consists of k − 1 phases. The first phase has only one round in
which the player creates K2, a single edge.

At the beginning of phase i, i ≥ 2, a complete graph Ki on the vertex set v1, v2, . . . , vi is already
constructed. Any other vertex v that is covered by s = s(v) ≥ 1 squares has the following property:
for any j ∈ [s], the j-th square is connected to a circle on vertex vj. The player maintains this
property by applying the following strategy. If a square lands on vertex v /∈ {v1, v2, . . . , vi} that is
already covered by s squares, then she connects v to vertex vs+1. (If v = vj for some j ∈ [i], then
she plays arbitrarily—that edge is ignored anyway.) The i-th phase ends when a square lands on a
vertex with i− 1 squares and a copy of a complete graph Ki+1 is created.

The algorithm ends at the end of phase k − 1 when a copy of Kk is created.

The analysis of Algorithm 3.2 proves Theorem 1.3(a) and the first part of Theorem 1.4(a),
namely, the lower bound of k1.

Proof of Theorem 1.3(a) and the first part of Theorem 1.4(a). Let us first prove Theorem 1.3(a).
Recall that

k = k(n) =
log n− 2 log log n− λ

log β
∼ log n

log β
=

β

log β
· λ,

where λ = λ(n) = t/n ≪ log n is the expected number of squares on a given vertex and β = β(n) =

n log n/t → ∞, as n → ∞. Note that β = no(1) (but also, by definition, β → ∞ as n → ∞) and so
k → ∞ as n → ∞. On the other hand, since β → ∞ as n → ∞, we get that k = o(log n).

Suppose that the player uses Algorithm 3.2 to play the game against the semi-random process.
We will show that at time t a.a.s. there are at least k vertices that are covered by at least k squares.
It is easy to see that the algorithm has to end before that round. This will imply the lower bound
of k.

Let Y = Y (t) be the number of vertices that are covered by k squares at time t. Using Lemma 3.1

and the Stirling’s formula (k! ∼
√
2πk(k/e)k), we get that

E[Y ] ∼ n · λ
k

k!
exp(−λ)

= Θ(k−1/2) · n ·
(
eλ

k

)k

exp(−λ)

= Θ(k−1/2) · exp
(
log n− k log

(
k

eλ

)
− λ

)
. (6)

Since k ≤ β
log β · λ, we get that k

eλ ≤ β
e log β ≤ β and so

E[Y ] = Ω(k−1/2) · exp (log n− k log β − λ)

= Ω(k−1/2) · exp (log n− (log n− 2 log log n− λ)− λ)

= Ω

(
log2 n

k1/2

)
≫ k3/2 ≫ k,
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as k = o(log n). Finally, note that events “vertex v is covered by k squares” associated with different
vertices are negatively correlated. As a result, it follows immediately from Chernoff’s bound (4)
and the comment right after it that a.a.s. Y ≥ k. (Alternatively, one could us the second moment
method to get the same conclusion.) As argued above, this finishes the proof of Theorem 1.3(a).

The same argument implies the lower bound of k1 in Theorem 1.4(a). Recall that this time
λ = λ(n) = t/n = γ log n and

k1 = k1(n) =
(1− γ) log n− 2 log log n

log ξ − 1
∼ 1− γ

log ξ − 1
log n = ξγ log n.

Computations performed in (6) still apply. Since k1 ≤ ξγ log n, we get that

E[Y ] = Ω(k
−1/2
1 ) · exp (log n− k1 log(ξ/e)− γ log n)

= Ω(k−1/2) · exp (log n− ((1− γ) log n− 2 log log n)− γ log n)

= Ω

(
log2 n

k1/2

)
= Ω

(
k3/2

)
≫ k,

as k = Θ(log n). As before, we conclude that a.a.s. Y ≥ k and we are done. □

To prove the second part of Theorem 1.4(a) (that is, the lower bound of k2), we need to analyze
the second algorithm which performs better when t ≥ γℓn log n.

Algorithm 3.3. Suppose that k = 2ℓ+1 for some ℓ ∈ N. Before the game starts, select arbitrarily
k vertices v0, v1, . . . , v2ℓ from the vertex set [n]. For each i ∈ [2ℓ] ∪ {0} and for each j ∈ [ℓ], the
player connects the jth square landing on vertex vi with vertex v(i+j) (mod 2ℓ). The algorithm ends
when each vertex vi is covered by at least ℓ squares, and a copy of Kk is created.

Clearly, the player could partition the vertex set into n/k sets and then use a slightly more
sophisticated algorithm in which she tries to simultaneously create n/k complete graphs, by ap-
plying Algorithm 3.3 independently to each part. Such algorithm would finish once at least one
set induces a complete graph. We do not use and analyze it as it would give an asymptotically
negligible improvement on the lower bound. However, it will be useful later on once we analyze the
chromatic number.

Proof of the second part of Theorem 1.4(a). Recall that t = t(n) = γn log n for some γ ∈ (0,∞)
and

k2 = k2(n) = 2γ log n− 4
√
γ log n log log n ∼ 2γ log n.

Let k be the smallest odd integer that is at least k2 and assume k = 2ℓ+1 for some ℓ ∈ N. Clearly,
k = k2 +O(1).

Suppose that the player uses Algorithm 3.3 to play the game against the semi-random process.
For any i ∈ [2ℓ] ∪ {0}, let Xi be the number of squares on vi at time t. Note that Xi ∈ Bin(t, 1/n)
with E[Xi] = γ log n. It follows from Chernoff’s bound (4) that

P(Xi < ℓ) = P
(
Xi ≤ E[Xi]− 2

√
γ log n log log n+O(1)

)
≤ exp

(
−(2

√
γ log n log logn+O(1))2

2γ log n

)
= exp

(
− 2 log log n+ o(1)

)
∼ (log n)−2.

Hence, by the union bound over all vertices vi, the algorithm does not finish before time t with
probability at most (2ℓ + 1) · O((log n)−2) = O((log n)−1) = o(1). Hence the desired bound holds
a.a.s., and the proof is finished. □
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3.2. Upper Bounds. Suppose first that t = t(n) = n log n/β for some β = β(n) → ∞ as n → ∞.
Lemma 3.1(b) shows that a.a.s. the number of squares on any vertex is at most ℓ ∼ log n/ log β. It
implies immediately that one cannot construct a complete graph of size larger than 2ℓ+1. But the
truth is that a.a.s. it is only possible to build a complete graph of size asymptotic to ℓ. The main
difficulty in showing this lies in the fact that the player can easily create vertices of large degree by
placing a large number of circles on some vertices. So this is certainly not the bottleneck for this
problem. The key observation used in the proof is that in order to create a large complete graph,
many squares need to land on vertices that are already covered by circles, but this happens quite
rarely.

Suppose that vertex u is covered by k squares, ut1 , ut2 , . . . , utk , for some k ≤ ℓ. We will first
estimate the number of squares that land “on top” of the associated circles vt1 , vt2 , . . . , vtk . Formally,
we will say that (vti , us) is a rare pair if vti and us cover the same vertex and s > ti. Note, in
particular, that when distinct squares fall on the same circle, those are still counted as distinct rare
pairs. The name is justified by the next lemma which shows that on average only o(ℓ) squares land
on a given circle.

Lemma 3.4. Suppose that t = t(n) is such that t = n1+o(1) and t ≪ n log n. Let β = β(n) =
n log n/t → ∞, as n → ∞. Let ℓ = ℓ(n) ∼ log n/ log β and ϵ = ϵ(n) = o(1) be defined as in
Theorem 1.3. Then, the following property holds a.a.s.: for any vertex u,

(a) u is covered by k ≤ ℓ squares, ut1 , ut2 , . . . , utk ,
(b) the associated circles, vt1 , vt2 , . . . , vtk , belong to less than ℓ2ϵ = o(ℓ2) rare pairs.

Proof. Property (a) follows immediately from Lemma 3.1(b). Since we aim for a statement that
holds a.a.s. we may assume that property (a) holds when proving property (b).

Note that if (vti , us) forms a rare pair, then the square us needs to arrive after the circle vti is
placed (that is, s > ti). Hence, the probability that a given vertex u fails to satisfy property (b)
does not depend on the strategy of the player and can be upper bounded by

p :=

(
t

ℓ2ϵ

)(
ℓ

n

)ℓ2ϵ

≤
(

et

ℓ2ϵ
· ℓ
n

)ℓ2ϵ

=

(
e log n

ℓβϵ

)ℓ2ϵ

= exp

(
−ℓ2ϵ log

(
ℓβϵ

e log n

))
.

Suppose first that β ≤ log n/ log logn. Then, since ℓ ≥ log n/ log β, we get that ϵ = e2 log β/β ≥
e2 log n/(βℓ) and so

p ≤ exp
(
−ℓ2ϵ

)
≤ exp

(
−e2ℓ log n/β

)
.

Since β ≤ log n/ log logn (so, in particular, log β ≤ log logn),

p ≤ exp
(
−e2ℓ log log n

)
≤ exp

(
−e2ℓ log β

)
≤ exp

(
−e2 log n

)
= o(1/n).

Suppose now that log n/ log logn < β ≤ log2 n. In particular, (1 + o(1)) log log n ≤ log β ≤
2 log log n. Then, since

log ℓ ≥ log logn− log log β = (1 + o(1)) log log n,

we get that

ϵ =
15 log ℓ

ℓ
≥ 2e2 log log n

ℓ
≥ e2 log β

ℓ
=

e2ℓ log β

ℓ2
≥ e2 log n

ℓ2
.

It follows that

p ≤ exp

(
−e2 log n · log

(
eβ

ℓ

))
= exp

(
−e2 log n · log

(
(e+ o(1))

β log β

log n

))
.

Since β ≥ log n/ log logn and log β ≥ (1 + o(1)) log log n, we conclude that

p ≤ exp
(
−e2 log n · log

(
(e+ o(1))

))
= exp

(
−(e2 + o(1)) log n

)
= o(1/n).
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Finally, suppose that β > log2 n. This time ϵ = e/ℓ and, since
√
β > log n,

p ≤ exp

(
−eℓ log

(
β

log n

))
≤ exp

(
−eℓ log

(√
β
))

= exp
(
− (e/2)ℓ log β

)
= exp

(
− (e/2) log n

)
= o(1/n).

In all scenarios, the conclusion follows by the union bound over all vertices. □

For a given graph G = (V,E) and any set of vertices S ⊆ V , we will use G[S] to denote the
graph induced by set S, that is, G[S] = (S,E′) and edge uv ∈ E is in E′ if and only if u ∈ S and
v ∈ S. The above lemma immediately implies the following useful corollary.

Corollary 3.5. Suppose that t = t(n) is such that t = n1+o(1) and t ≪ n log n. Let ℓ = ℓ(n) and
ϵ = ϵ(n) be defined as in Lemma 3.4. Then, a.a.s. for any set S ⊆ [n], Gt[S] has at most |S|ℓ2ϵ
rare pairs.

Our next observation shows that one can remove only a few edges from Gt[S] in order to destroy
all rare pairs.

Lemma 3.6. Suppose that t = t(n) is such that t = n1+o(1) and t ≪ n log n. Let ℓ = ℓ(n) and
ϵ = ϵ(n) be defined as in Theorem 1.3. Then, a.a.s. for any set S ⊆ [n], one can remove at most
2|S|ℓ

√
ϵ edges from Gt[S] to remove all rare pairs.

Proof. Suppose that some vertex w yields r rare pairs. Let

Rw = {(vti , usi) : vti = usi = w and si > ti}
be the set of rare pairs associated with vertex w, let Vw = {vti : (vti , usi) ∈ Rw for some usi} be
the set of the associated circles, and let Uw = {usi : (vti , usi) ∈ Rw for some vti} be the set of the
associated squares. We will first show that one can remove at most 2

√
r edges to destroy all rare

pairs from Rw.
If |Vw| ≤

√
r, then one can remove all edges associated with circles from Vw which clearly destroys

all rare pairs from Rw. Similarly, if |Uw| ≤
√
r, then one can achieve the same by removing all

edges associated with squares from Uw. We may then assume that |Vw| >
√
r and that |Uw| >

√
r.

Let ŝ be the largest integer from [t] with the property that Ûw = {usi ∈ Uw : si ≥ ŝ} has

cardinality
√
r. In other words, Ûw ⊆ Uw consists of the

√
r “youngest” squares from Uw. Similarly,

let t̂ be the smallest integer from [t] with the property that V̂w = {vti ∈ Vw : ti ≤ t̂} has cardinality√
r. In other words, V̂w ⊆ Vw consists of the

√
r “oldest” circles from Vw. Let us remove all edges

associated with squares from Ûw, and let us remove all edges associated with circles from V̂w, (or
both), for a total of at most 2

√
r edges. We claim that this procedure removes all rare pairs from

Rw.
For a contradiction, suppose that a rare pair (vti , usi) is not removed. In particular, ti > t̂ and

si < ŝ. On the other hand, by the definition of being a rare pair, ti < si. We conclude that t̂ < ŝ.
But it means that each circle from V̂w forms a rare pair with any square from Ûw for a total of√
r ·

√
r = r rare pairs. With the additional rare pair (vti , usi), there are at least r + 1 rare pairs

which gives us the desired contradiction, and the claim is proved: one can remove at most 2
√
r

edges to destroy all rare pairs from Rw.

Consider any set S ⊆ [n]. By Corollary 3.5, since we aim for a statement that holds a.a.s., we
may assume that Gt[S] yields at most |S|ℓ2ϵ rare pairs, that is,

∑
w∈S rw ≤ |S|ℓ2ϵ, where rw is the

number of rare pairs associated with vertex w. By the above observation, one may remove at most∑
w∈S 2

√
rw edges from Gt[S] to destroy all of them. Clearly, the optimization problem

max
∑
w∈S

2
√
rw subject to

∑
w∈S

rw ≤ |S|ℓ2ϵ and rw ≥ 0 for all w ∈ S
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attains its maximum when all rw’s are equal. We conclude that it is possible to remove at most∑
w∈S

2
√
rw ≤

∑
w∈S

2
√
ℓ2ϵ = 2|S|ℓ

√
ϵ

edges from Gt[S] to destroy all rare pairs, and the proof of the lemma is finished. □

Now, we are ready to finish the proof of Theorem 1.3.

Proof of Theorem 1.3(b). Let us apply any strategy to play the game. For a contradiction, suppose

that there exists a Kk′ at time t, where k′ = ℓ(1+4ϵ1/4) as in the statement of the theorem. Recall

that ℓ ∼ log n/ log β and ϵ = ϵ(n) = o(1). It is also straightforward to check that ℓϵ1/4 → ∞ as
n → ∞. Let S ⊆ [n] be any set of cardinality k′ that induces a complete graph. Since we aim
for a statement that holds a.a.s., we may apply Lemma 3.6. It follows that one can remove at
most 2k′ℓϵ1/2 < 4ℓ2ϵ1/2 edges from Gt[S] in order to destroy all rare pairs. Note that after that
operation, set S satisfies the following properties:

(a) S has cardinality k′ = ℓ(1 + 4ϵ1/4),
(b) the number of edges induced by S (and so also the number of squares) is more than(

k′

2

)
− 4ℓ2ϵ1/2 =

(
ℓ

2

)
+ 4ℓ2ϵ1/4 +

(
4ℓϵ1/4

2

)
− 4ℓ2ε1/2 >

(
ℓ

2

)
+ 4ℓ2ϵ1/4,

(note that the first equality is due to a simple fact that
(
a+b

2

)
=
(
a
2

)
+ ab+

(
b
2

)
for a, b ∈ N)

(c) S induces no rare pair,
(d) there are at most ℓ squares on any vertex.

Let us now remove all edges induced by S and put them back, one by one, following the order
they appeared during the semi-random process. We will distinguish k′ phases. The first phase
starts when the circle associated with the first edge lands on vertex v1 ∈ S. Since there are no rare
pairs (property (c)), no square will land on v1 but other circles might end up there. The first phase
continues as long as circles continue landing on v1. The second phase starts when some circle lands
on vertex v2 ̸= v1. Note that, since all edges introduced during the first phase are edges of the
graph and all the circles cover vertex v1, all squares cover unique vertices at the beginning of the
second phase. In particular, there is at most one square on vertex v2 when the first circle is placed
on v2.

In general, phase i starts when some circle is placed on vertex vi ̸∈ {v1, v2, . . . , vi−1}. Arguing as
above, we conclude that at that point there are at most i − 1 squares on vi, and no more squares
can land on it in the future. This is a useful upper bound for the number of squares, provided that
i ≤ ℓ. For larger values of i (that is, ℓ < i ≤ k′ = ℓ(1 + 4ϵ1/4)), we may apply property (d). We

conclude that the number of squares is at most
(
ℓ
2

)
+4ϵ1/4ℓ · ℓ, which contradicts property (b). This

finishes the proof of the theorem. □

Suppose now that t = t(n) = γn log n for some γ ∈ (0,∞). The upper bound of k′2 in Theo-
rem 1.4(b) is trivial and the argument above can be easily adjusted to show the upper bound of
k′1. We carefully explain the adjustment needed below.

Proof of Theorem 1.4(b). First, let us note that the upper bound of k′2 = 2ℓ + 1 is indeed trivial.
For a contradiction, suppose that some set S of cardinality at least 2ℓ+2 induces a complete graph
on (2ℓ+ 2)(2ℓ+ 1)/2 edges (and so it induces that many squares). Hence, by averaging argument,
there is a vertex with at least (2ℓ+ 1)/2 > ℓ squares which contradicts Lemma 3.1(c).

It remains to prove the upper bound of k′1. As in Lemma 3.4, we first need to upper bound the
number of rare pairs generated by one vertex. The probability that a given vertex u generates at
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least cℓ2 rare pairs is at most

p :=

(
t

cℓ2

)(
ℓ

n

)cℓ2

≤
(
eγn log n

cℓ2
· ℓ
n

)cℓ2

=

(
eγ log n

cℓ

)cℓ2

=

(
e

cξ

)cℓ2

= exp

(
−c(ξγ log n)2 log

(
cξ

e

))
= exp

(
−Θ(log2 n) log

(
1 +

1√
log n

))
= exp

(
−Θ(log3/2 n)

)
= o(1/n),

when c = (e/ξ)(1 + log−1/2 n). (Note that log(1 + x) = x + O(x2).) By the union bound over all
vertices u we get that a.a.s. no vertex generates at least cℓ2 rare pairs. We conclude that a.a.s.
for any set S ⊆ [n], Gt[S] induces at most cℓ2|S| rare pairs (the counterpart of Corollary 3.5).
Lemma 3.6 still applies and we get that a.a.s. for any set S, one can remove at most 2

√
cℓ|S| edges

from Gt[S] to remove all rare pairs.
We finish the proof as before. For a contradiction, suppose that there exists a complete graph on

k′ = ℓ(1 + bc1/4) vertices, where b is a constant that will be properly tuned soon. We may assume

that 1 + bc1/4 ≤ 2; otherwise, the trivial upper bound of k′2 = 2ℓ + 1 applies. A.a.s. for any set S
of cardinality k′, after destroying all rare pairs from Gt[S], the number of edges left is at least(

k′

2

)
− 2

√
cℓk′ =

(
ℓ

2

)
+ bc1/4ℓ2 +

(
bc1/4ℓ

2

)
− 2

√
cℓk′

>

(
ℓ

2

)
+ bc1/4ℓ2 +

b2c1/2ℓ2

2

(
1−O

(
1

ℓ

))
− 4

√
cℓ2

=

(
ℓ

2

)
+ bc1/4ℓ2 +

c1/2ℓ2

2

(
b2 − 8−O

(
1

log n

))
>

(
ℓ

2

)
+ bc1/4ℓ2,

when, for example, b =
√
8(1+log−1/2 n). As before, we get the desired contradiction which implies

the upper bound of

k′ =
(
1 + bc1/4

)
ℓ =

(
1 + 2

√
2(e/ξ)1/4(1 + log−1/2 n)2

)
ℓ

≤
(
1 + 2

√
2(e/ξ)1/4

)
ℓ
(
1 + 3 log−1/2 n

)
= k′1.

This finishes the proof of the theorem. □

4. Chromatic Number

Parts (a) in Theorems 1.5, 1.6 and 1.7 follow immediately from our results for complete graphs,
namely, parts (a) in Theorems 1.3 and 1.4, and Observation 1.2. Parts (b) will follow from upper
bounds for the number of squares that land on vertices, Lemma 3.1.

Let us start with some useful basic facts about degeneracy of graphs. Recall that for a given
d ∈ N, a graph H is d-degenerate if every sub-graph H ′ ⊆ H has minimum degree δ(H ′) ≤ d
(where the minimum degree of a graph is the minimum degree over all vertices). The degeneracy
of H is the smallest value of d for which H is d-degenerate.

The d-core of a graph H is the maximal induced subgraph H ′ ⊆ H with minimum degree
δ(H ′) ≥ d. (Note that the d-core is well defined, though it may be empty. Indeed, if S ⊆ V (H) and
T ⊆ V (H) induce sub-graphs with minimum degree at least d, then the same is true for S ∪ T .)
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If H has degeneracy d, then it has a non-empty d-core. Indeed, by definition, H is not (d − 1)-
degenerate and so it has a sub-graph H ′ with δ(H ′) ≥ d. Moreover, it follows immediately from
the definition that if H has degeneracy d, then there exists a permutation of the vertices of H,
(v1, v2, . . . , vk), such that for each ℓ ∈ [k] vertex vℓ has degree at most d in the sub-graph induced
by the set {v1, v2, . . . , vℓ}. Indeed, one can define such permutation recursively. Let vk be any
vertex in H that is of degree at most d. Then, let vk−1 be any vertex of degree at most d in the
graph H ′ induced by the set {v1, v2, . . . , vk−1}, etc.

The above properties imply a useful reformulation of degeneracy: a graph H is d-degenerate if
and only if the edges of H can be oriented to form a directed acyclic graph D with maximum out-
degree at most d. In other words, there exists a permutation of the vertices of H, (v1, v2, . . . , vk),
such that for every directed edge (vi, vj) ∈ D we have i > j and the out-degrees are at most d.
As a consequence, we get another well-known but useful property: for any d-degenerate graph
H we have χ(H) ≤ d + 1. Indeed, one may colour vertices of H greedily using the permutation
(vk, vk−1, . . . , v1).

With these properties, we maye easily prove Theorems 1.5 and 1.6.

Proof of Theorems 1.5(b) and 1.6(b). Fix an arbitrary strategy for the player, and consider graph
Gt generated at time t. Let Xv = Xv(n) be the number of squares that land on v until time t. By
Lemma 3.1, we know that a.a.s.

max
(
Xv : v ∈ [n]

)
≤ ℓ.

Since we aim for a statement that holds a.a.s., we may assume that this property is satisfied. Let
S ⊆ [n] be any subset of vertices. Since each edge connects a square with a circle, Gt[S] induces at
most |S|ℓ edges and so the average degree in Gt[S] is at most 2ℓ. It follows that δ(Gt[S]) ≤ 2ℓ for
any S ⊆ [n] and so Gt is 2ℓ-degenerate. The above observation implies that χ(Gt) ≤ 2ℓ+ 1 which
finishes the proof of the theorem. □

5. Independent Sets

5.1. Upper Bound. We will first prove an upper bound that not only implies Theorem 1.8(a)
and Theorem 1.9(a) but also provides a good upper bound when the average degree of Gt is a
constant, especially when that constant is large. Having said that, we do not tune our argument
to get the best possible bound but rather aim for an easy argument that provides the upper bound
that matches the lower bound when the average degree tends to infinity as n → ∞.

Lemma 5.1. Suppose that t = t(n) = Ω(n). Let λ = λ(n) = t/n, let ℓ = ℓ(n) = λ −
√
5λ log λ,

and let k = k(n) = 2⌈ℓ⌉+ 1. Finally, let

• u = u(n) = ⌈n/k⌉ =
⌈

n
2λ(1 +O(

√
log λ/λ))

⌉
, if λ ≫ n2/5,

• u = u(n) = ⌈n/k⌉(1 + k2
√
log λ/λ5/2) = n

2λ(1 +O(
√
log λ/λ)), if 1 ≪ λ = O(n2/5),

• u = u(n) = n
(

1
2⌈ℓ⌉+1 + 2⌈ℓ⌉

λ5/2

)
+ n3/4, if λ = Θ(1).

Then, there exists a strategy that a.a.s. creates Gt such that α(Gt) ≤ u.

Proof. Let us arbitrarily partition the set of vertices [n] into ⌈n/k⌉ parts, each of size at most
k = 2⌈ℓ⌉+ 1. We will independently apply Algorithm 3.3 to each part. The algorithm succeeds on
a given part and produces a complete graph of order k if all vertices in that part receive at least ℓ
squares at time t. For a given i ∈ {1, 2, . . . , ⌈n/k⌉}, let Xi be the indicator random variable for the

event that Algorithm 3.3 fails on part i, and let X =
∑⌈n/k⌉

i=1 Xi be the number of parts that failed.
For a given vertex v ∈ [n], let Yv be the random variable counting the number of squares on v

at time t. Clearly, Yv ∈ Bin(t, 1/n) with E[Yv] = t/n = λ. It follows immediately from Chernoff’s
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bound (4) that

P(Yv < ℓ) = P
(
Yv < λ−

√
5λ log λ

)
≤ exp

(
−5λ log λ

2λ

)
= 1/λ5/2.

Since the algorithm fails on a given part if at least one vertex in that part (out of at most k vertices)
receives less than ℓ squares at time t,

P(Xi = 1) ≤ k/λ5/2 = O(1/λ3/2).

Hence, the expected number of parts that fail can be estimated as follows:

E[X] ≤ ⌈n/k⌉ · k

λ5/2
= O(n/λ5/2).

If λ ≫ n2/5, then E[X] → 0 as n → ∞ and so, by Markov’s inequality, we get that a.a.s. X = 0.
Since each independent set can have at most one vertex from each part (as all of them are successful
a.a.s.), we get that a.a.s. α(Gt) ≤ ⌈n/k⌉ and the desired bound holds.

Suppose then that 1 ≪ λ = O(n2/5). This time, by Markov’s inequality we get that a.a.s.

X ≤ E[X]
√
log λ = O(n

√
log λ/λ5/2). As before, each independent set can have at most one vertex

from each successful part and, trivially, at most kX vertices from parts that failed. We get that
a.a.s.

α(Gt) ≤
⌈n
k

⌉
+ kX =

n

2λ
(1 +O(

√
log λ/λ)) +O(n

√
log λ/λ3/2)

=
n

2λ
(1 +O(

√
log λ/λ)).

Finally, suppose that λ = Θ(1). Note first that (Xi) is a sequence of negatively correlated random
variables. Combining this with earlier observations, we conclude that X can be stochastically upper

bounded by Y =
∑⌈n/k⌉

i=1 Yi, where (Yi) are negatively correlated Bernoulii random variables with

parameter k/λ5/2. It follows from Chernoff’s bound (3) and the comment right after it that a.a.s.

X ≤ Y ≤ n
λ5/2 + n2/3. We use the same observation as before, namely, that each independent set

can have at most one vertex from each of the ⌈n/k⌉ −X successful parts and at most kX vertices
from the X parts that failed. We get that a.a.s.

α(Gt) ≤
(⌈n

k

⌉
−X

)
+ kX =

⌈n
k

⌉
+ (k − 1)X

≤ n

(
1

2⌈ℓ⌉+ 1
+

2⌈ℓ⌉
λ5/2

)
+O(n2/3).

This finishes the proof of the lemma. □

Let us note that the upper bounds we just proved are asymptotically tight when λ = λ(n) ≫ 1.
On the other hand, the above bound is not sharp when λ = Θ(1). There are many ways one may
improve it. For example, a more careful argument could estimate the size of a largest independent
set of a given part that fails (right now, we simply use a trivial upper bound of k). Moreover, some
parts that succeed receive more squares than needed for the argument (for example, perhaps each
vertex in that part receives more than ℓ squares). Such additional squares could be used to create
slightly larger cliques. Finally, when λ is a small constant, a better strategy could be to create a
large perfect matching using the adaptive algorithm analyzed in [16].

5.2. Lower Bounds. It is easy to prove by induction that for any graph G = (V,E), α(G) ≥
n/(∆ + 1), where ∆ is the maximum degree. Caro [9] and Wei [27] independently proved the
following, more refined, version of this observation. (See also [1].)
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Observation 5.2 ([9, 27]). For any graph G = (V,E),

α(G) ≥
∑
v∈V

1

deg(v) + 1
≥ n

d+ 1
≥ n

∆+ 1
,

where d = 1
n

∑
v∈V deg(v) is the average degree and ∆ = maxv∈V deg(v) is the maximum degree.

This observation immediately proves parts (b) of Theorems 1.8 and 1.9 since the average degree of
Gt is d = 2|E(Gt)|/n = 2t/m = 2λ. As mentioned above, this simple observation is asymptotically
tight when λ = λ(n) ≫ 1.

We propose two improvements when λ = Θ(1). Observation 5.2 still applies but the lower bound
of n/(d+ 1) = n/(2λ+ 1) that holds deterministically may be improved with slightly more effort.
Indeed, the existence of an independent set of size

L(Gt) :=
∑
v∈V

1

deg(v) + 1

is still deterministically guaranteed. Understanding the graph parameter α(Gt) is challenging but
L(Gt) is relatively easy to deal with. In order to minimize L(Gt), the player should keep the degree
distribution as “flat” as possible; in particular, note that L(Gt) is minimized when all vertices have
degrees ⌊d⌋ or ⌈d⌉. However, she cannot achieve such distribution since squares arrive uniformly
at random and so a.a.s. some vertices will receive more than ⌈d⌉ squares.

To get a weaker lower bound we may consider an “off-line” version of the semi-random process,
that is, let the player wait till time t before placing all of her circles at once. Clearly, the original
process (the “on-line” version) is at least as challenging to the player as its off-line counterpart, so
the obtained lower bound also applies there and the lower bound for α(Gt) holds.

Let Yk be the number of vertices that received k squares at time t. It is easy to see (see
Lemma 3.1) that a.a.s. for any k ∈ N ∪ {0},

Yk ∼ n
λk

k!
exp(−λ).

The player will place her t = λn circles greedily on vertices with minimum degree. Let M ∈ N∪{0}
be the largest integer m such that

f(m) :=

m−1∑
k=0

(m− k)
λk

k!
exp(−λ) ≤ λ.

For each k ∈ {0, 1, . . . ,M − 1}, the player may put M − k circles on each vertex with k squares
to make them of degree M . The total number of circles used so far is (1 + o(1))nf(M) and the
fraction of vertices of degree M at this point is asymptotic to

g(M) :=
M∑
k=0

λk

k!
exp(−λ).

The remaining (1 + o(1))n(λ − f(M)) circles are places on such vertices. Once this is done there
are (1 + o(1))nh(k) vertices of degree k, where

h(k) =


g(M)− (λ− f(M)) = g(M)− λ+ f(M) if k = M
λM+1

(M+1)! exp(−λ) + λ− f(M) if k = M + 1
λk

k! exp(−λ) if k ≥ M + 2.

These observations imply the following lower bound.
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Lemma 5.3. Suppose that t = t(n) ∼ λn for some λ ∈ (0,∞). Let ϵ > 0 be any (arbitrarily small)
constant. Then, there is no strategy that a.a.s. creates Gt such that

α(Gt) < (1− ϵ)n
∑
k≥M

h(k)

k + 1
.

Finally, we analyze how small L(Gt) can get for the original (“on-line”) semi-random process.
It is easy to see that in order to minimize L(Gt) the player needs to apply a greedy strategy. In
this strategy, in each round s ≤ t of the process, the player puts a circle on a vertex with minimum
degree; if there is more than one such vertex to choose from, the decision which one to select is
made arbitrarily.

Note that in each round s ≤ t, the minimum degree in Gs is at most the average degree, that
is, at most 2s/n ≤ 2t/n = 2λ so the player will never put a circle on a vertex of degree more than
2λ. In the greedy strategy, we distinguish phases by labelling them with integers q ∈ {0, 1, . . . , r},
where r = ⌊2λ⌋. During the qth phase, the minimum degree in Gs is equal to q. In order to analyze
the evolution of the semi-random process, we will track the following sequence of r + 1 variables:
for 0 ≤ i ≤ r, let Yi = Yi(s) denote the number of vertices in Gs of degree i.

Phase 0 starts at the beginning of the process. Since G0 is empty, Y0(0) = n and Yi(0) = 0 for
1 ≤ i ≤ r. There are initially many isolated vertices but they quickly disappear. Phase 0 ends at
time s which is the smallest value of s for which Y0(s) = 0. The DEs method (see Subsection 2.2)
will be used to show that a.a.s. Phase 0 ends at time s0 ∼ x0n, where x0 is an explicit constant
which will be obtained by investigating the associated system of DEs. Moreover, the number of
vertices of degree i (1 ≤ i ≤ r) at the end of this phase is well concentrated around some values
that are also determined based on the solution to the same system of DEs: a.a.s. Yi(s0) ∼ yi(x0)n.
With that knowledge, we move on to Phase 1 in which we prioritize vertices of degree 1.

Consider any Phase q, where q ∈ {0, 1, . . . , r}. This phase starts at time sq−1, exactly when the
previous phase ends (or at time s−1 := 0 if q = 0). At that point, the minimum degree of Gsq−1

is q, so Yi(s) = 0 for any s ≥ sq−1 and i < q. Hence, we only need to track the behaviour of the
remaining r + 1 − q variables. Let us denote H(s) = (Yq(s), Yq+1(s), . . . , Yr(s)). Let δA be the
Kronecker delta for the event A, that is, δA = 1 if A holds and δA = 0 otherwise. Then, for any i
such that q ≤ i ≤ r,

E
(
Yi(s+ 1)− Yi(s) | H(s)

)
= −δi=q + δi=q+1 −

Yi(s)

n
+ δi≥q+1 ·

Yi−1(s)

n
. (7)

Indeed, since the circle is put on a vertex of degree q, we always lose one vertex of degree q (term
−δi=q) that becomes of degree q + 1 (term δi=q+1). We might lose a vertex of degree i when the
square lands on a vertex of degree i (term Yi(s)/n). We might also gain one of them when the
square lands on a vertex of degree i − 1 (term, Yi−1(s)/n); note that this is impossible if i = q
(term δi≥q+1). This suggests the following system of DEs: for any i such that q ≤ i ≤ r,

y′i(x) = −δi=q + δi=q+1 − yi(x) + δi≥q+1 · yi−1(x). (8)

It is easy to check that the assumptions of the DEs method are satisfied (we omit details since
we did not formally introduce the tool). The conclusion is that a.a.s. during the entire Phase q,
for any q ≤ i ≤ r), |Yi(s)− yi(s/n)n| = o(n). In particular, Phase q ends at time sq ∼ xqn, where
xq > xq−1 is the solution of the equation yq(x) = 0. Using the final values yi(xq) in Phase q as
initial values for Phase q+ 1 we can repeat the argument inductively moving from phase to phase.

We stop the analysis at the end of Phase r when a graph of minimum degree equal to r + 1 is
reached. As discussed earlier, it happens at time s > t and so we may “rewind” the process back
to round t to check the degree distribution of Gt. Based on that, we may compute L(Gt) which
gives us the desired lower bound for α(Gt). Suppose that round t occurs during phase q ≤ r. A.a.s.
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there are (1 + o(1))w(k)n vertices of degree k ≥ q in Gt, where

w(k) =

{
yk(t/n) if q ≤ k ≤ r
λk

k! exp(−λ) if k ≥ r + 1.

These observations imply the following lower bound.

Lemma 5.4. Suppose that t = t(n) ∼ λn for some λ ∈ (0,∞). Let ϵ > 0 be any (arbitrarily small)
constant. Then, there is no strategy that a.a.s. creates Gt such that

α(Gt) < (1− ϵ)n
∑
k≥M

w(k)

k + 1
.

6. Conclusions

In this paper, we investigated three monotone properties. Our bounds are off by at most a
multiplicative factor of 2 + o(1). It would be interesting to close the gap between the upper and
the lower bounds (or, at least, narrow them down).

• The property of containing a complete graph of order k is well understood unless t = t(n) =
Θ(n log n).

• The property of creating a graph with the chromatic number at least k, is well understood
when t ≫ n log n. More work is needed when t = O(n log n).

• The property of not having an independent set of size at least k remains to be investigated
when t = Θ(n). In other regimes, the asymptotic behaviour is determined.
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